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Magnetic Nano-Islands

Approx. 50 nm - 5 μm wide but only 10 nm thick.
Individual & in arrays, high-permeability soft magnetic materials. 
Grown with techniques of epitaxy & lithography on a non-magnetic substrate. 
Form arrays of particles that can interact with each other or applied fields.

Primary physics effects -
magnetostatics controlled by island geometry.
discrete energy states for data storage.
spintronics controlled by current injection.
magnetic oscillators controlled by applied fields.
frustration in ordered arrays of islands (spin-ice).

Several principle states of a nano-island:                                             
    (1) quasi-single domain;   (2) vortex;  (3) multi-domains & domain walls.

~ increasing size ~



Magnetic nano-island applications

memory elements, signal processing 

non-volatile data storage (magnetic ram)

use in sensors of (giant) magneto-resistance (GMR)

integration into spintronics (switching between states 
via spin polarized currents.)   

a one-vortex state with small stray magnetic field.



Three things to be studied:

1) Vortices. The static and dynamic properties of single vortices. 
They behave very much as particles with charges. 

2) Magnetostatic  anisotropy of the islands themselves.
 Also known as shape anisotropy because it depends mostly 
on the surfaces.

  isotropic                    elliptic                               Ising-like

3) Spin-ices. Especially for elongated islands with Ising-like states, 
interactions within their arrays, that lead to frustrated statics and 
dynamics.  



Magnetostatics -  For   Lx × Ly × Lz   elliptical islands.

Basic theory of magnetostatic energy and demagnetization:

    Maxwell eqns, for HM caused by M:

    The magnetostatic energy is:

    The demagnetization field solves: 

          Put:                                ⇒  
    
                                                      Poisson’s equation.                  

Chapter 3

Demagnetization Effects in Thin Magnets

Abstract – Amagnet could have isotropic exchange couplings and no crystal field anisotropies,

but still exhibit a geometric anisotropy. This is due to the internal magnetic field !HM inside
a macroscopic magnet that is generated by the magnetization !M (the dipole moment per unit

volume) of the magnet itself. This is a basic magnetostatics problem. Some ideas about in-

corporating these long-range dipolar effects in two-dimensional magnets are presented here.

The discussion is based on a continuum description of the magnet and the field, although

it can be connected to an alternative analysis that considers the superposition of the many

fields from a multitude of individual magnetic dipoles. The techniques here are especially

useful in the realistic simulation of magnetization dynamics in nanomagnets, for example.

3.1 The Magnetostatics Problem in a Finite Magnet

In solving magnetostatics, and even electrodynamics, there are no magnetic monopoles. The

implications of this were pointed out in Chapter 1, and now more details of how that leads

to internal demagnetization fields are presented. We consider the demagnetization of a mag-

netic sample with some internal magnetization profile !M. We begin with a general discussion
that does not assume a thin magnet. Later the results will be specialized to the case of thin

magnets, obtaining procedures that are advantageous for simulations of thin systems.

It has been mentioned in Chapter 1 that the internal magnetization generates it own mag-

netic field, !HM, which itself contains an energy and tends to work to reduce the original
magnetization. This energy and the associated field have different properties depending on

the geometry of the sample. Here we consider the mathematics of finding the demagnetiza-

tion field !HM in general and for specific geometries that might be applied in simulations.

The magnetic induction !B obeys a Gauss’ Law where there is no fundamental source
charge:

!! ·!B= 0, !B= µ0(!HM + !M). (3.1)

Here !M is the dipole moment per unit volume (magnetization) and !HM is the demagnetization
field that is directly caused by !M. A situation is considered where no field enters the sample
from an outside source. The demagnetization field determines a part of the magnetic energy
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in the system, sometimes called magnetostatic energy, according to a volume integral,

EM =−1
2

µ0
∫
dV !M · !HM. (3.2)

The starting point for determining !HM is the relation for divergence-free magnetic induc-
tion !B, which can be rearranged as

!! · !HM =−!! · !M. (3.3)

Then magnetic field !HM will be generated by an effective magnetic charge density, defined
as

ρM =−!! · !M. (3.4)

In a situation where there are no free electric currents (current density, !Je = 0), the magnetic

field obeys !!× !HM = 0, implying that it can be found from a magnetic potential "M,

!HM =−!!"M (3.5)

which leads to the magnetostatic Poisson equation presented earlier in Chapter 1,

!2"M =−ρM. (3.6)

The magnetic charge density ρM (not a true monopolar density!) acts as the source for lines
of !HM.

3.1.1 Green’s functions for magnetostatics

If there happened to be a single effective magnetic charge qM at the origin, its charge density

would be ρM = qMδ (r), where δ (r) is a three-dimensional Dirac delta function. Then from
electrostatics it is known that the solution of (3.6) for the potential in three dimensions would

be the well-known potential of a point charge, just as in electrostatics,

"M(r) =
qM

4π|r| . (3.7)

The Green’s function being the solution for a charge of unit magnitude at some source point

r′, is obtained directly from this. For three dimensions this scalar Green’s function, denoted
as g0(r,r′), solves the Poisson equation with a delta-function source,

!2g0(r,r′) =−δ (r− r′). (3.8)

The solution is

g0(r,r′) =
1

4π|r− r′| (3.9)

which actually depends only on the distance between source point r′ and field point r. Then
the solution of the Poisson equation for the potential in an unbounded system with an arbi-

trary magnetic charge density (i.e., summing over effects of many point charges) is:

"M(r) =
∫
d3r′ g0(r,r′)ρM(r′) =

∫
d3r′

ρM(r′)
4π|r− r′| =

∫
d3r′

−!!′ · !M(r′)
4π|r− r′| (3.10)
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which suddenly goes from some nonzero value inside the magnet to zero on the outside.

This change corresponds to an effective volume charge density that can be represented as a

delta function on the surface. Stated otherwise, Gauss’ Law used on Eq. (3.4) (the divergence

theorem applied to a pillbox at the surface) will tell us that there is a local surface charge

density, σM given by
σM = !M · n̂, (3.23)

where n̂ is the outward normal vector from the surface of the magnet. This surface charge

density is greatly responsible for generating the demagnetization field even more so that the

volume charge density, because the spatial variations in !M within the volume are usually

much less drastic than the sudden change at the surface.

In a case where there is surface charge density, the element of effective charge is

dqM = σMdA= !M · n̂ dA (3.24)

where dA is a surface area element. The contribution to the potential only from surface

charge can be written as

!S
M(r) =

∫
A
dA′ g0(r− r′)σM(r′) =

∫
A
dA′

!M(r′) · n̂′
4π|r− r′| (3.25)

Indeed, in any real problem, if !M is present, then surface charge density is present, and this

result should be combined with the fields from volume charge density, Eq. (3.10), to get the

total demagnetization field. The general solution for the potential can always be written as

!M(r) =
∫
d3r′

ρM(r′)
4π|r− r′| (3.26)

as long as d3r′ρM(r′) includes both volume and surface charges in the sample.
Next the demagnetization effect is analyzed in detail for some simple geometries. A

cylinder of circular cross section is considered due to its symmetry and being a common

shape for magnets. Then a cylinder of square cross section is analyzed, because that shape

can be used as element in numerical simulations. Finally the demagnetization effects in a

thin system will be analyzed, due to the application in quasi-2D magnetic models.

3.2 The magnetic field inside a cylindrical magnet

First, consider a magnet of length L with long axis the z axis. The ends of the cylinder lie at

z = ±δ , so that the length is L = 2δ , and z = 0 is at the middle of the cylinder. The cross

section is initally taken to be a circle of radius R. There is no special assumption about the

size of the radius R compared to the cylinder length L. In principle, the cylinder could have

any arbitrary magnetization distribution, however, it is more practical to consider a uniform

magnetization either along its axis (longitudinal magnetization) or perpendicular to the axis

(transverse magnetization).

Magnetization M determines an 
effective surface charge density:

N pole, 
σM>0.

The poles 
involve extra 

energy.

1) Quasi-single-domain. 
Ferromagnetic exchange 

energy is small.

+
+

+

+
+

+

+

+

S pole, 
σM<0.
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M
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(2) Vortex state

Has poles 
(σM=±Mz) only 

in the core.
Their energy is small.

Very little magnetic surface charge density.
Stable only above a minimum radius

Now the energy of 
FM exchange is 

greater.
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Highly anisotropic.
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cylinder of circular cross section is considered due to its symmetry and being a common

shape for magnets. Then a cylinder of square cross section is analyzed, because that shape

can be used as element in numerical simulations. Finally the demagnetization effects in a

thin system will be analyzed, due to the application in quasi-2D magnetic models.

3.2 The magnetic field inside a cylindrical magnet

First, consider a magnet of length L with long axis the z axis. The ends of the cylinder lie at

z = ±δ , so that the length is L = 2δ , and z = 0 is at the middle of the cylinder. The cross

section is initally taken to be a circle of radius R. There is no special assumption about the

size of the radius R compared to the cylinder length L. In principle, the cylinder could have

any arbitrary magnetization distribution, however, it is more practical to consider a uniform

magnetization either along its axis (longitudinal magnetization) or perpendicular to the axis

(transverse magnetization).
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which suddenly goes from some nonzero value inside the magnet to zero on the outside.

This change corresponds to an effective volume charge density that can be represented as a

delta function on the surface. Stated otherwise, Gauss’ Law used on Eq. (3.4) (the divergence

theorem applied to a pillbox at the surface) will tell us that there is a local surface charge

density, σM given by
σM = !M · n̂, (3.23)

where n̂ is the outward normal vector from the surface of the magnet. This surface charge

density is greatly responsible for generating the demagnetization field even more so that the

volume charge density, because the spatial variations in !M within the volume are usually

much less drastic than the sudden change at the surface.

In a case where there is surface charge density, the element of effective charge is
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Micromagnetics.  
A technique for 

studying a 
continuous system.

a
a

substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), m̂i = !µi/µ, the discrete version of m̂ = !M/MS. Thus we have

the dipolar terms convenient for micromagnetics calculations,

Hdd = −µ0

4π

µ2
cell

a3

∑
i>j

[3(m̂i · r̂ij)(m̂j · r̂ij)− m̂i · m̂j]

(rij/a)3
. (13)

However, for micromagnetics, we do not evaluate the dipolar energy this way, because it gets

very slow for even moderate system size. Instead, we resort to finding the “stray field” or

demagnetization field, which then interacts with the dipoles. We do this by a FFT solution

of the effective magnetics equation, which gives the solution for magnetic potential ΦM when

a given magnetization distribution is provided. Based on

!∇ · !B = µ0(!∇ · !H + !∇ · !M) = 0. (14)

We assume the magnetic field is derived from a potential, in the absence of free currents.

!HM = −!∇ΦM , then −∇2ΦM = −!∇ · !M. (15)

The RHS is an effective magnetic charge density, so we can write

−∇2ΦM = ρM , where ρM = −!∇ · !M. (16)

Once the magnetic field is known, the demagnetization energy is known to be given by the

expression,

Hdd = Hdemag = −1

2
µ0

∫
dV !M · !HM . (17)

The factor of 1/2 takes care of double counting of the field interactions. If there is also an

externally applied magnetic field, then it makes an additional energy contribution,

HB = −
∑

i

!Bext · !µi = −µ0MS

∫
dV !Hext · m̂ (18)

B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the

4

Each cell contains 
a magnetic dipole:

x

y

▶ Model for a cylindrical islands, radii RA, RB, height L.

► Divide the sample into cells of size a x a x L.

► Assume that the magnetization is saturated (MS) inside 
each cell: |m|=1. Only the directions vary between cells.

► The cells interact as dipoles, with exchange energy 
between neighbors & with the demagnetization field.



Micromagnetics
Hamiltonian:      H=Hex+Hdemag+HB

exchange:

magnetostatic
(demagnetization):

applied field:

mjmi

I. SYSTEM AND HAMILTONIAN

The exchange hamiltonian between spins !Si is

Hex = −J
∑
(i,j)

!Si · !Sj (1)

where (i, j) indicates summing over all nearest neighbor pairs, with i and j denoting lattice

sites. The energy associated with exchange interactions can be written in a continuum limit.

For simplicity, suppose the atomic spins occupy sites of a simple cubic lattice, with lattice

constant a0. Then expanding around a given spin (see Appendix), to get its 6 neighbors,

each a distance a0 away, leads to

Hex = −J
∑
(i,j)

!Si · !Sj =
1

2
J

∫
dx

a0

dy

a0

dz

a0
∇!S ·∇!S a2

0 (2)

Now this can be re-written in terms of the local magnetization scaled by the saturation

magnetization, i.e., use local magnetization !M = !µ/a3
0 = gµB

!S/a3
0, divided by MS within

the integrand,

Hex =
1

2
J

∫
dx dy dz

∇ !M ·∇ !M

M2
Sg2µ2

B

a3
0a

2
0M

2
S (3)

which simplifies to

Hex =
1

2

JM2
Sa5

0

g2µ2
B

∫
dx dy dz ∇( !M

MS

) · (∇ !M

MS

)
. (4)

This then is where the continuum exchange stiffness is defined in terms of the atomic ex-

change constant:

A =
1

2

JM2
Sa5

0

g2µ2
B

. (5)

Exchange energy can be expressed for micromagnetics application in terms of unit mag-

netization vectors m̂,

Hex = A

∫
dV ∇m̂ ·∇m̂, (6)

where the magnetization scaled by its saturation value is

m̂ = !M/MS. (7)

If the definition for MS is inserted, using the cubic unit cell volume as the volume per atom,

v1 = a3
0, then we get a direct relation between J and A:

A =
1

2

JS2(gµBS/a3
0)

2a5
0

g2µ2
BS2

=
JS2

2a0
. (8)

2

substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), m̂i = !µi/µ, the discrete version of m̂ = !M/MS. Thus we have

the dipolar terms convenient for micromagnetics calculations,

Hdd = −µ0

4π

µ2
cell

a3

∑
i>j

[3(m̂i · r̂ij)(m̂j · r̂ij)− m̂i · m̂j]

(rij/a)3
. (13)

However, for micromagnetics, we do not evaluate the dipolar energy this way, because it gets

very slow for even moderate system size. Instead, we resort to finding the “stray field” or

demagnetization field, which then interacts with the dipoles. We do this by a FFT solution

of the effective magnetics equation, which gives the solution for magnetic potential ΦM when

a given magnetization distribution is provided. Based on

!∇ · !B = µ0(!∇ · !H + !∇ · !M) = 0. (14)

We assume the magnetic field is derived from a potential, in the absence of free currents.

!HM = −!∇ΦM , then −∇2ΦM = −!∇ · !M. (15)

The RHS is an effective magnetic charge density, so we can write

−∇2ΦM = ρM , where ρM = −!∇ · !M. (16)

Once the magnetic field is known, the demagnetization energy is known to be given by the

expression,

Hdd = Hdemag = −1

2
µ0

∫
dV !HM · !M. (17)

The factor of 1/2 takes care of double counting of the field interactions. If there is also an

externally applied magnetic field, then it makes an additional energy contribution,

HB = −µ0

∫
dV !Hext · !M (18)

HB = −
∑

i

!Bext · !µi = −µ0MS

∫
dV !Hext · m̂ (19)

B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the

4

µcell = (4la3/a3
0)µatom. These interact as well according to a Hamiltonian like Eq. (??), but

substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), m̂i = !µi/µ, the discrete version of m̂ = !M/MS. Thus we have

the dipolar terms convenient for micromagnetics calculations,

Hdd = −µ0

4π

µ2
cell

a3

∑
i>j

[3(m̂i · r̂ij)(m̂j · r̂ij)− m̂i · m̂j]

(rij/a)3
(14)

However, for micromagnetics, we do not evaluate the dipolar energy this way, because it gets

very slow for even moderate system size. Instead, we resort to finding the “stray field” or

demagnetization field, which then interacts with the dipoles. We do this by a FFT solution

of the effective magnetics equation, which gives the solution for magnetic potential ΦM when

a given magnetization distribution is provided. Based on

!∇ · !B = µ0(!∇ · !H + !∇ · !M) = 0 (15)

We assume the magnetic field is derived from a potential, in the absence of free currents.

!HM = −!∇ΦM , then −∇2ΦM = −!∇ · !M (16)

The RHS is an effective magnetic charge density, so we can write

−∇2ΦM = ρM , where ρM = −!∇ · !M (17)

Once the magnetic field is known, the demagnetization energy is known to be given by the

expression,

Hdd = Hdemag = −1

2
µ0

∫
dV !HM · !M (18)

The factor of 1/2 takes care of double counting of the field interactions. If there is also an

externally applied magnetic field, then it makes an additional energy contribution,

HB = −µ0

∫
dV !Hext · !M (19)

HB = −
∑

i

!Bext · !µi = −µ0MS

∫
dV !Hext · m̂ (20)

4

Statics: minimize the energy  ⇒  stable configurations.

Difficulties:  
(i) Calculating the demagnetization field HM;    
(ii) Enforcing a desired initial position, X, of a vortex  ⇒  E(X).

Dynamics: equation of motion  ⇒  periodic configurations.



“magnetic exchange length”

But it will be necessary to measure all energies in the same, units, say, in units of the

cell-to-cell exchange constant, Jcell = 2AL. So we write

UM

Jcell
= −1

2

µ0M2
SLa2

2AL
(H̃M · m̂i)

UM

Jcell
= −1

2

µ0M2
Sa2

2A
(H̃M · m̂i)

UM

Jcell
= −1

2

(
a

λex

)2

(H̃M · m̂i) (30)

where the exchange length is defined from

λex =

√
2A

µ0M2
S

(31)

Similarly, if there is an externally applied magnetic field, the interaction energy is scaled in

the same way,
UB

Jcell
= −

(
a

λex

)2

(H̃ext · m̂i) (32)

where the external magnetic induction and field are related by

"Bext = µ0
"Hext = µ0MSH̃ext (33)

C. Dimensionless Hamiltonian and Effective Field

Summarizing the interactions in dimensionless form, involving the unit vector “spins”

m̂i = "µi/µcell, we have

Exchange : Uex = −Jcell × m̂i · m̂j (34)

Demagnet : UM = −Jcell ×−1

2

(
a

λex

)2

(H̃M · m̂i)

External : UB = −Jcell ×
(

a

λex

)2

(H̃ext · m̂i)

The total Hamiltonian for the micromagnetics cells is

Hmm = −Jcell

∑
(i,j)

m̂i · m̂j +

(
a

λex

)2 ∑
i

(
H̃ext +

1

2
H̃M

)
· m̂i

 (35)

This is associated with the effective field on a site,

"Fi = −∂Hmm

∂m̂i
= Jcell

{∑
nbrs

m̂j +

(
a

λex

)2 (
H̃ext +

1

2
H̃M

)}
(36)
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Of course, the derivation is for a simple cubic lattice, relating the near neighbor exchange

J with the exchange stiffness and lattice constant.

A. Micromagnetics Viewpoint

In the alternative micromagnetic viewpoint, the system is broken up into larger cells, each

of which contains many atoms, but which are small enough that the net magnetic moment

might have nearly a constant magnitude, but varying direction. The nano-disk has a radius

R and thickness L. It is partitioned into cells of size a× a× L = La2. Or we take L = la.

The cell parameter a is likely many times the unit cell size a0. The volume of a working cell

being vcell = la3, contains many atoms. Then the saturated magnetic moment µcell in a cell

would be

µcell = Msvcell =
gµBS

a3
0/4

× la3 = 4l

(
a

a0

)3

µatom. (9)

However, we really now will not use these, but rather, will use the unit vectors m̂(!r). A cell

centered at the origin is surrounded by four other cells, at displacements of ±ax̂ and ±aŷ

(measured to their centers). Then the exchange energy of our cell at the origin interacting

with only the two neighbors to the right and above, as a lowest order finite difference

approximation to (6), is

Hex,cell = Avcell×
{(

m̂(ax̂)− m̂(0)

a

)2

+

(
m̂(aŷ)− m̂(0)

a

)2
}

. (10)

Finally, it can be expressed as the exchange energy per bond,

Hex,bond =
2Avcell

a2
[1− m̂(0) · m̂(ax̂)] . (11)

It demonstrates that the effective exchange coupling between the cells (i.e., cell-to-cell) is

Jcell =
2Avcell

a2
= 2AL. (12)

Jcell =
2Avcell

a2
=

2A(la3)

a2
= 2Aal = 2AL. (13)

1. Dipolar interactions

The exchange strength between cells needs to be contrasted to the strength of their effec-

tive dipolar interactions. We already saw that each cell has a dipole moment of magnitude

3

Scale energies by the 
exchange between cells:

The most interesting result in dimensionless units is the demagnetization energy. A chosen

magnetic dipole has that interaction expressed as

UM = −1

2
!BM · µi

UM = −1

2
µ0MS(−∇̃Φ̃) · MSvcellm̂i

UM = −1

2
µ0M

2
SLa2(−∇̃Φ̃) · m̂i

UM = −1

2
µ0M

2
SLa2(H̃M · m̂i) (30)

But it will be necessary to measure all energies in the same, units, say, in units of the

cell-to-cell exchange constant, Jcell = 2AL. So we write

UM

Jcell
= −1

2

µ0M2
SLa2

2AL
(H̃M · m̂i)

UM

Jcell
= −1

2

µ0M2
Sa2

2A
(H̃M · m̂i)

UM

Jcell
= −1

2

(
a

λex

)2

(H̃M · m̂i) (31)

where the exchange length is defined from

λex =

√
2A

µ0M2
S

(32)

Similarly, if there is an externally applied magnetic field, the interaction energy is scaled in

the same way,
UB

Jcell
= −

(
a

λex

)2

(H̃ext · m̂i) (33)

where the external magnetic induction and field are related by

!Bext = µ0
!Hext = µ0MSH̃ext (34)

C. Dimensionless Hamiltonian and Effective Field

Summarizing the interactions in dimensionless form, involving the unit vector “spins”

m̂i = !µi/µcell, we have

Exchange : Uex = −Jcell × m̂i · m̂j (35)

Demagnet : UM = −Jcell ×−1

2

(
a

λex

)2

(H̃M · m̂i)

External : UB = −Jcell ×
(

a

λex

)2

(H̃ext · m̂i)
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Hamiltonian on the grid of cells:
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Need less than 1 for reliable solutions.

B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the

dimensionless form, m̂. The gradient operator is scaled by the cell size, to give a unit-less

gradient,

∇̃ ≡ a!∇ (21)

This then leads to the dimensionless magnetic charge density ρ̃,

ρM = −!∇ · !M = −1

a
∇̃ · (MSm̂) =

MS

a
ρ̃, (22)

which means the definition is

ρ̃ ≡ −∇̃ · m̂. (23)

Similarly there is the dimensionless magnetic potential, derived from ρ̃,

−∇2ΦM = − 1

a2
∇̃2ΦM = −1

a
∇̃ · (MSm̂) =

MS

a
ρ̃, (24)

ΦM = aMSΦ̃ (25)

Then the equation being solved computationally is

−∇̃2Φ̃ = ρ̃. (26)

The demagnetization field is

!HM = −!∇ΦM = −1

a
∇̃(aMSΦ̃) = −MS∇̃Φ̃. (27)

Then it makes sense to define the dimensionless demag field,

H̃M = −∇̃Φ̃ , !HM = MSH̃M (28)

The associated magnetic induction is

!BM = µ0
!HM = −µ0MS∇̃Φ̃ = µ0MSH̃M . (29)

5

(cells smaller than exchange length)

demag. field:



 The magnetostatics problem has no free currents:

Finding the demagnetization field via Green/FFT approach.
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H̃M = −∇̃Φ̃ , !HM = MSH̃M (28)

The associated magnetic induction is

!BM = µ0
!HM = −µ0MS∇̃Φ̃ = µ0MSH̃M . (29)
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use Green’s function solution:

II. ABOUT SOLVING FOR THE DEMAGNETIZATION FIELD H̃M

The solution of the Poisson equation (26) is effected by a Green’s function,

Φ̃(!r) =

∫
d3r′ G(!r,!r ′) ρ̃(!r ′) (42)

The charge density may include parts on the surface that appear more as a surface charge

density,

σ̃ = !m · n̂ (43)

where n̂ is the outward normal from the system. The system is assumed to be a thin cylinder.

The magnetization is assumed to depend only on x and y, but not on the vertical coordinate,

z.

In this section we drop the M subscript on H̃M . It is understood we are only discussing

the demagnetization field.

The basic Green’s function for Poisson equation is

G(!r,!r ′) =
1

4π|!r − !r ′| (44)

We apply this to the obvious cases.

A. Finding the longitudinal field component

The contributions to H̃z come from the charges on upper and lower circular faces. Let

the coordinate z inside range −δ ≤ z ≤ +δ. From some area element dA′ = dx′ dy′, where

dq = σ′dA′ = !m · n̂ dx′ dy′, we get

dΦ̃ =
1

4π

{
mz√

r2 + (z − δ)2
+

−mz√
r2 + (z + δ)2

}
dx′ dy′ (45)

where r2 ≡ (x− x′)2 + (y − y′)2. The gradient w.r.t. z gives the field increment required,

dH̃z = − ∂

∂z
(dΦ̃) = − 1

4π

{ −mz(z − δ)

(r2 + (z − δ)2)3/2
+

mz(z + δ)

(r2 + (z + δ)2)3/2

}
(46)

At the center of the sample, z = 0, we would get the net demag field there from integrating

over all elements,

H̃z(0) =

∫
dx′ dy′dH̃z(0) =

∫
dx′ dy′

{
−1

4π

2δ

[r2 + δ2]3/2

}
mz(x

′, y′) (47)
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The factor within braces is an effective Green’s function, used to get the demag field in the

middle of the cylinder. We might call it G0, it is understood that it gives you H̃z(0).

H̃z(0) =

∫
dx′ dy′ G0(r) mz(x

′, y′) (48)

G0(r) =
−1

4π

2δ

[r2 + δ2]3/2
, r2 = (x− x′)2 + (y − y′)2 (49)

To get a better approximation for total magnetic energy, we instead need the average demag

field over the whole range of z. So we find instead ¯̃H where the bar indicates the average

over z,

d ¯̃Hz =
1

2δ

∫ δ

−δ

dz

(−∂

∂z
dΦ̃

)
=
−1

2δ
dΦ̃|+δ

−δ (50)

Then including also the integration over x′ and y′ gives us

¯̃Hz =

∫
dx′ dy′d ¯̃Hz =

∫
dx′ dy′

{
1

4πδ

[
1√

r2 + (2δ)2
− 1

r

]}
mz(x

′, y′) (51)

Again, the part in braces is a Green’s function, we will call it just Gz. It gives the average

field within a cell.
¯̃Hz(x, y) =

∫
dx′ dy′ Gz(r) mz(x

′, y′) (52)

Gz(r) =
1

4πδ

[
1√

r2 + (2δ)2
− 1

r

]
, r2 = (x− x′)2 + (y − y′)2 (53)

Probably it is better to write this using the two-dimensional (in-plane) vectors r̃ = (x, y)

and r̃ ′ = (x′, y ′), as (and dropping the bar, for simplicity, which gives the field in a cell)

H̃z(r̃) =

∫
d2r̃ ′ Gz(r̃ − r̃ ′) mz(r̃

′) , r̃ ≡ (x, y) (54)

Gz(r̃) =
1

2πL

[
1√

r̃2 + L2
− 1

|r̃|
]

, r̃2 ≡ x2 + y2 (55)

B. Finding the in-plane demag field components.

The volume charge density will produce the in-plane field components. From the basic

Green’s function for Poisson equation

G($r,$r ′) =
1

4π|$r − $r ′| (56)

look at the contribution to potential caused by the volume charge density, etc etc.
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Eventually we get the Green’s function for the in-plane field,

!Gxy(r̃) =
1

2πL

√
1 +

(
L

r̃

)2

− 1

 êr̃ (57)

This determines the (x, y) demag field components

H̃xy(r̃) =

∫
d2r̃ ′ !Gxy(r̃ − r̃ ′) ρ̃(r̃ ′) (58)

That is, to be specific, we do

H̃xy(r̃) =

∫
d2r̃ ′ 1

2πL

√
1 +

(
L

r̃ − r̃ ′

)2

− 1

 êr̃−r̃ ′ ρ̃(r̃ ′) (59)

where the unit vector needed is as expected,

êr̃−r̃ ′ =
r̃ − r̃ ′

|r̃ − r̃ ′| (60)

C. Treatment of Green’s functions near r = 0

The Green’s function for H̃z is singular at the origin. Therefore we make an approximation

to it when we apply it on a grid with finite sized cells. Instead of using its value exactly at

r = 0, which is undefined, we do an averaging over a circular area with the same area. That

is, we average over a radius r0 defined so that

A = πr2
0 = a2 , r0 =

a√
π

(61)

Also it is convenient to write in terms of the disk thickness, L = 2δ, for instance,

Gz(r) =
1

2πL

[
1√

r2 + L2
− 1

r

]
(62)

The averaged value out to r0 is

〈Gz〉r0

0 =
1

a2

∫ r0

0

2πr dr Gz(r)

〈Gz〉r0

0 =
1

2πL

[〈
1√

r2 + L2

〉
−

〈
1

r

〉]r0

0

〈Gz〉r0

0 =
1

2πL

[
2π

a2
(
√

r2
0 + L2 − L)− 2πr0

a2

]
〈Gz〉r0

0 =
1

La2

[√
r2
0 + L2 − L− r0

]
(63)
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B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the

dimensionless form, m̂. The gradient operator is scaled by the cell size, to give a unit-less

gradient,

∇̃ ≡ a!∇ (21)

This then leads to the dimensionless magnetic charge density ρ̃,

ρM = −!∇ · !M = −1

a
∇̃ · (MSm̂) =

MS

a
ρ̃ (22)

which means the definition is

ρ̃ ≡ −∇̃ · m̂ (23)

Similarly there is the dimensionless magnetic potential, derived from ρ̃,

−∇2ΦM = − 1

a2
∇̃2ΦM = −1

a
∇̃ · (MSm̂) =

MS

a
ρ̃ (24)

ΦM = aMSΦ̃ (25)

Then the equation being solved computationally is

−∇̃2Φ̃ = ρ̃ (26)

The demagnetization field is

!HM = −!∇ΦM = −1

a
∇̃(aMSΦ̃) = −MS∇̃Φ̃ (27)

Then it makes sense to define the dimensionless demag field,

H̃M = −∇̃Φ̃ , !HM = MSH̃M (28)

The associated magnetic induction is

!BM = µ0
!HM = −µ0MS∇̃Φ̃ = µ0MSH̃M (29)
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The magnetic charge densities depend on the 
present magnetic configuration, such as:

Convolutions are evaluated using fast fourier transforms.

Use zero padding to avoid the wrap-around problem: 
FFT grid is 2X larger than original system to avoid false copies.

The solution for demagnetization field is that for an island 
isolated from others.

 Other details.

The total Hamiltonian for the micromagnetics cells is

Hmm = −Jcell

∑
(i,j)

m̂i · m̂j +

(
a

λex

)2 ∑
i

(
H̃ext +

1

2
H̃M

)
· m̂i

 (36)

This is associated with the effective field on a site,

"Fi = −∂Hmm

∂m̂i
= Jcell

{∑
nbrs

m̂j +

(
a

λex

)2 (
H̃ext +

1

2
H̃M

)}
(37)

D. Finite difference approximations for magnetic charges

We need to use short formulas to approximate the magnetic charge densities, both in the

volume and at surfaces. A surface site is any site with less than 4 neighbors (for square

grid). As long as a site has four neighbors, it must be a volume site, then it only has volume

charge density, defined from its charge,

qvol
M = −

∫
d3x "∇ · m̂ = −

∫
m̂ · d "A (38)

Can ignore top and bottom cell surfaces (at z = ±δ), which cancel. This leaves only the

edge terms,

qvol
M = − {m̂01 · x̂− m̂03 · x̂ + m̂02 · ŷ − m̂04 · ŷ} (aL)

qvol
M = −1

2
{(mx

0 + mx
1)− (mx

0 + mx
3) + (my

0 + my
2)− (my

0 + my
4)} (aL)

qvol
M = −1

2
aL [mx

1 −mx
3 + my

2 −my
4] (39)

The notation is that “0” is a central site, and 1,2,3,4 are located at right, top, left, bottom

nbrs sites. Then the contribution to charge density at the central site is this divided by the

cell volume

ρ̃vol
0 =

qvol
M

La2
= − 1

2a
[mx

1 −mx
3 + my

2 −my
4] (40)

For the surface sites, we also need to include an extra amount of charge, the surface charge.

qsur
M =

1

2
m̂ · "A =

aL

2
m̂ · n̂ , ρ̃sur

0 =
qsur
M

La2
=

∑
cell edges

1

2a
m̂0 · n̂edge (41)

Associated in each cell we use the total charge found there, equally whether surface or volume

charge. Note that these charges only determine the in-plane demagnetization components,

H̃x, H̃y, as described in the next section. The mz component determines the out-of-plane

demagnetization field, H̃z.
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qvol
M = −1

2
{(mx

0 + mx
1)− (mx

0 + mx
3) + (my

0 + my
2)− (my

0 + my
4)} (aL)

qvol
M = −1

2
aL [mx

1 −mx
3 + my

2 −my
4] (39)

The notation is that “0” is a central site, and 1,2,3,4 are located at right, top, left, bottom

nbrs sites. Then the contribution to charge density at the central site is this divided by the

cell volume

ρ̃vol
0 =

qvol
M

La2
= − 1

2a
[mx

1 −mx
3 + my

2 −my
4] (40)

For the surface sites, we also need to include an extra amount of charge, the surface charge.

qsur
M =

1

2
m̂ · "A =

aL

2
m̂ · n̂ , ρ̃sur

0 =
qsur
M

La2
=

∑
cell edges

1

2a
m̂0 · n̂edge (41)

Associated in each cell we use the total charge found there, equally whether surface or volume

charge. Note that these charges only determine the in-plane demagnetization components,

H̃x, H̃y, as described in the next section. The mz component determines the out-of-plane

demagnetization field, H̃z.

7

0 1
2

3
4



1) Vortices: Particle-like properties 

“vorticity charge”

circulation or curling

B. Dipolar interactions

The exchange strength between cells can be contrasted to the strength of their effective

dipolar interactions. We already saw that each cell has a dipole moment of magnitude

µcell = (4la3/a3
0)µatom. These interact as well according to a Hamiltonian like Eq. (6), but

substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), σ̂i = "µi/µ. Thus we have the dipolar terms convenient for

micromagnetics calculations,

Hdd = −
µ0

4π

µ2
cell

a3

∑
i>j

[3(σ̂i · r̂ij)(σ̂j · r̂ij) − σ̂i · σ̂j ]

(rij/a)3
. (17)

This leads us to define the effective dipolar coupling strength, using the cell’s magnetic

moment and size,

Dcell =
(µ0

4π

) µ2
cell

a3
. (18)

Substituting the cell’s magnetic moment, it is interesting to quote this in units of the atomic

dipolar coupling, viz.,

Dcell =
(µ0

4π

) [(4la3/a3
0)µatom]2

a3
=

16l2a3

a3
0

× D, (19)

where the atomic dipolar coupling strength D is defined in Eq. (7). D gets enhanced for a

cell by the factor (4l)2(a/a0)3. Taking the cell-to-cell exchange as the basic energy unit, the

dipole to exchange ratio is

δcell ≡
Dcell

Jcell
=

D(4l)2( a
a0

)3

4l a
a0

JS2
=

[
D

JS2

]
× 4l

(
a

a0

)2

, (20)

which will indicate the relative dipole coupling strength in the micromagnetics. Of course,

the quantity δ = D/JS2 just represents the corresponding strength of dipolar couplings

to exchange couplings in the atomic system. For Permalloy with µatom = 9.62 × 10−24

A·m2, the atomic values D = 2.07 × 10−25 joules and JS2 = 2.31 × 10−21 joules give the

fundamental value δ = 8.96 × 10−5. So the net enhancement of that, for the interactions of

the micromagnetics cells, is by the factor 4l(a/a0)2.

δcell = δ × 4l

(
a

a0

)2

. (21)
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Influence of a perpendicular current on the circulation of a pinned magnetic vortex

G. M. Wysin∗
Department of Physics, Kansas State Universi ty, Manhattan, KS 66506-2601

(Dated: Mar. 7, 2008)

The influence of a current ’s magnet ic field on a vortex pinned in a thin magnet ic nanodot is
considered. Pinning due to a non-magnet ic region or hole in the center of the nanodot is assumed.
Then the vortex ground state is planar and has vort icity q = + 1, with a double degeneracy due to
the two opposite direct ions (curling or circulation) in which the spins can align around the hole.
Dipole interact ions lead to a finite energy barrier between the two states. Monte Carlo relaxat ion
is used to study the current -induced reversal of the circulat ion. At least two di
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FIG. 2: Estimated energy barriers ∆ = Eint(0
◦) − Eint(90

◦),
for reversal of circulation of a planar vortex, assuming a co-
herent rotation of spins, for relative dipole strength D/JS2 =
0.02 . The system radius R and hole radius Rh are given in
units of the lattice constant a. The barrier is directly propor-
tional to the dipole coupling D.

tion (or curling) of any spin configuration can be defined
according to a general expression

C =
1
N

∑
i

σ̂i · φ̂i . (13)

where again, φ̂i is the azimuthal unit vector at a site.
Each term in the sum ranges from −1 to +1, which is then
normalized by the total number of spins, N . Hence, the
circulation falls in the continuous range −1 ≤ C ≤ +1,
and how closely it approaches the limits gives a sense of
the alignment of the spins around the circular bound-
ary. For the planar vortex (12), it is obvious that the
circulation is C = sin φ0. Clearly, larger absolute values
of C should be more greatly favored at stronger dipole
coupling, δ.

Initially, it is interesting to observe the change in vor-
tex internal energy Eint as a function of φ0, or equiv-
alently, as a function of C. The expression (12) will
be close to the actual vortex structure on the square
lattice because the dipolar and discreteness effects only
make minor modifications. Typical results for Eint (φ0)
are close to sinusoidal, as shown in Fig. 1.

Assuming a vortex could reverse its circulation via a
coherent rotation of all spins, just by slowly changing φ0,
results in an obvious energy barrier. It is clear that the
barrier, ∆ = Eint (0◦)−Eint (90◦), is zero when D = 0 and
must be proportional to D otherwise. Also, the barrier
changes slowly as the hole size increases, but it increases
with increasing system size R, as shown in Fig. 2.

When a current I is turned on, the magnetic energy
effect [hamiltonian (9)] for this planar vortex can be es-

timated quickly by a continuum integral:

EB = −K

∫
d2r

a2
σ̂ · φ̂
(r/a)

= −2πK
(R − Rh )

a
sin φ0. (14)

If the current’s magnetic field has the opposite sense as
C = sin φ0, then the energy shifts upward by 2πK(R −
Rh )/a compared to the situation without a current. Then
roughly one could expect that a reversal must become
easy when the extra magnetic energy lifts the system
over the barrier, or 2πK(R−Rh )/a ≈ ∆. This last rela-
tion can be considered to define a critical current level for
switching, which is tested in the MC simulations. Specif-
ically, it suggests that the critical current could decrease
as the effective “system radius” R−Rh is increased (but
only if ∆ does not change with R − Rh ). Of course, all
of this is only an upper limit, because the barrier found
assumes all spins rotate in unison. If the system reverses
circulation by other paths (such as a circular domain wall
around the system), then the barrier that is surpassed
could be smaller. This possibility is tested by using a
Monte Carlo scheme to watch the relaxation after turn-
ing on a current in the “wrong” direction (i.e., a reversing
current whose field is opposite to C).

MONTE CARLO RELAXATION

A Monte Carlo approach is useful for investigating vor-
tex relaxation and stability, because it realistically in-
cludes thermal fluctuations. It also will take into account
the dynamically important out-of-plane motions.

To test these ideas, we applied a standard Metropo-
lis algorithm using single spin flip moves, as developed
in many references [41–45], and applied to easy-plane
Heisenberg models with vacancies in Ref. 34. For a cho-
sen temperature T , the total hamiltonian E = Hex +
Hdd +HB for a system of N spins is employed. A Monte
Carlo step (MCS) is defined by making trial spin moves
on all N spins, chosen in a random sequence. A cho-
sen spin σi is changed by adding a small increment in a
random three-dimensional direction, and then renormal-
izing the spin to unit length, accepting or rejecting each
change according to the Metropolis algorithm: Changes
that reduce the total system energy are always accepted,
whereas, changes that increase the system energy are ac-
cepted only with a probability of exp(−∆E/kB T ). The
spin increments are dynamically adjusted in length so
that the acceptance rate falls between 30% and 60%.
Tables of inter-spin distances (and their powers) were
determined once and then re-used to speed the dipole
energy evaluation. Although the sequence of MC states
is not a real time evolution, it gives a good idea of what
could happen in the presence of thermal fluctuations and
is an interesting alternative to the usual micromagnetic
simulations.
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FIG. 1: Behavior of cell dipoles around a vortex core, with
cell size a = 2.0 nm. The arrows’ lengths in this view are
proportional to each cell’s out-of-plane magnetization com-
ponent, mz. Spatial variations in mz occur over an exchange
length λex = 5.3 nm.

When combined with the length constraint we get

!m2
i =

1

4α2
i

[(F x
i )2 + (F y

i )2 + (F z
i )2] = m2,

αi =
1

2m

∣∣∣!Fi

∣∣∣ . (81)

Then the iteration algorithm to minimize the energy,
while satisfying the length constraint, would be

mβ
i = m

F β
i

|!Fi|
. (82)

This is the usual “local field relaxation” algorithm for en-
ergy minimization, scaling to unit lengths, m = 1. Each
dipole is placed along the direction of the effective field
acting on it, and the process is repeated iteratively until
a desired precision is achieved. It was used in Ref. 43,
although not developed there by the Lagrange technique.

B. Constrained vortex core position

The vortex core position can be controlled by including
an additional constraint. As a first approximation, with
Nc = 4 core cells symmetrically located around the core
position (Fig. 1), the core dipoles are assumed to satisfy
a constraint

Nc∑
i=1

mx
i =

Nc∑
i=1

my
i = 0 (83)

This would hold if a vortex is centered at the common
corner of the four grid cells, see Figure 1. This term is
included to make a new functional, applied when using
Nc core sites (where Nc may be greater than four):

Λ[!mi] = E[!mi] +
∑

i

αi(!m
2
i − m2) − !λ ·

Nc∑
n=1

!mn (84)

The new Lagrange multiplier !λ is a vector with only x
and y components. Now the minimization equations (in
the core region) are

∂Λ

∂mx
n

=
∂E

∂mx
n

+ 2αnmx
n − λx = 0

∂Λ

∂my
n

=
∂E

∂my
n

+ 2αnmy
n − λy = 0

∂Λ

∂mz
n

=
∂E

∂mz
n

+ 2αnmz
n = 0 (85)

The results inside the core are

−F x
n + 2αnmx

n − λx = 0 −→ mx
n =

1

2αn
(F x

n + λx)

−F y
n + 2αnmy

n − λy = 0 −→ my
n =

1

2αn
(F y

n + λy)

−F x
n + 2αnmz

n = 0 −→ mz
n =

1

2αn
F z

i (86)

The constraint is just an extra magnetic field, applied
only in the core cells. To complete the solution, one
needs to determine that field. That comes from using
the spin length constraint,

!m2
n =

1

4α2
n

[
(F x

n + λx)2 + (F y
n + λy)2 + (F z

n )2
]

= m2,

(87)
which gives

1

αn
=

2m√
(F x

n + λx)2 + (F y
n + λy)2 + (F z

n)2
. (88)

The constraint (83) also has to be applied to make the
solution complete. Doing the sums in the core,

∑
core

mβ
n =

∑
core

1

2αn
(F β

n + λβ) = 0, (89)

this leads to (for β = x, y only)

λβ = −
∑

core F β
n /αn∑

core 1/αn
. (90)

Now we can see the algorithm for spin update is fairly
simple. Initially, !λ is set to zero. On each iteration step
the new value of !λ is found from expressions (88) and
(90). Then do

!mn = m
(F x

n + λx)x̂ + (F y
n + λy)ŷ + F z

n ẑ√
(F x

n + λx)2 + (F y
n + λy)2 + (F z

n )2
. (91)
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Example.  Total energy of a vortex, E(x0)≈½kFx0
2

a=2.0 nm,  λex=5.3 nm,  L=12 nm, R=40, 80, 120 nm10
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FIG. 2: (Color online) Result of the relaxation process for
a vortex in a nanodisk of radius R = 40a, height L = 6a,
using cell size a = 2.0 nm, λex = 5.3 nm, without applied
field. The total disk energy in units of Jcell = 2AL is shown
both before and after the converged relaxation, as a function
of the constrained center position of the vortex. The “before”
configuration consisted of a planar vortex; the relaxed con-
figuration has an out-of-plane tilting of the magnetization at
the vortex core.

By its design, the result is obviously of length m, which
is set to m = 1. Further, it is clear that the spin solution
must satisfy the position constraint (83). This is the
basic vortex position algorithm.

It can be improved slightly, taking into account the
possibility to constrain a vortex off-center in a cell, and
also, to allow for out-of-plane tilting of the dipoles in
the core. Instead of constraining the core sums to zero,
suppose they are constrained to a value !T = (Tx, Ty) that
is set by the initial configuration, which is supposed to
impose the desired position. The functional is modified
to

Λ[!mi] = E[!mi] +
∑

i

αi(!m
2
i − m2) − !λ ·

(∑
core

!mn − !T

)

(92)
During the iteration, compute the nonzero sums

∑
core

mβ
n =

∑
core

1

2αn

(
F β

n + λβ

)
= Tβ , β = x, y. (93)

The solution for the constraining field is now

λβ =
Tβ − ∑

core F β
n /αn∑

core 1/αn
. (94)

During iteration, the dipoles will tilt out of plane in the
vortex core. So we consider that the constraining param-
eters Tx and Ty are moving constraints that change as the
core dipoles tilt out of plane. As the iteration proceeds,
Tx and Ty are continuously re-evaluated, according to a
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Uniform dot, 1 vortex

FIG. 3: (Color online) The relaxed vortex potentials for dif-
ferent disk radii as indicated, in disks of height L = 6a = 12.0
nm. x0 is the horizontal displacement of the vortex core from
the center. The potential is softer (lower force constant) but
deeper in the wider disks.

definition,

Tβ =

[∑
core

mβ
n(0)

]〈√
1 − (mz

n/m)2
〉

, (95)

where !mn(0) are from the original starting configuration,
which give some values to define the core location. The
mz

n are the continuously changing out-of-plane compo-
nents, increasing mainly near the vortex core. The square
root factor gives the dipoles’ projections into the xy-
plane, which become smaller as the iteration proceeds.
We use the average over the core region. If the vortex
is centered in a unit cell, and the core region does not
extend beyond the system edge nor into a hole, this new
constraint has Tx = Ty = 0, reproducing constraint (83).
Nonzero values of Tx or Ty only come into play when the
vortex core is near an edge or hole in the system.

C. About the simulation parameters

The size of the core region is defined somewhat arbi-
trarily, using at least four cells, or other numbers such as
Nc = 12, 16, 24, 48, 96, all of which give a symmetrical set
of cells around a vortex located in the center of a unit
cell. In most of our application, we used 24 core cells,
defined as the ones closest to the desired vortex center.
The cell size used was a = 2.0 nm, slightly smaller than
the Permalloy exchange length λex = 5.3 nm.

In some cases the constraint produces particularly
strong forces in the system. To avoid production of unde-
sired solutions such as vortex-antivortex pairs, it is im-
portant that the diameter of the constrained region be
larger than the magnetic exchange length. The Nc con-
strained cells have a total area Nca2 = πr2

c , leading to

Potential
E(x0)
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FIG. 4: (Color online) The relaxed vortex potentials for dif-
ferent disk radii as indicated, in very thin disks of height
L = 2a = 4.0 nm. The potential is softer in these thin disks
than in the thicker disks of Fig. 3, which makes it easier to
move the vortex around by an applied external field.

a constrained radius rc =
√

Nc/π a. The process does
result in a slight deformation of the vortex near its core.
This is to be expected, because of the competition be-
tween the long-range forces acting on the vortex and the
constraining forces applied on the core region. Relax-
ations that did not preserve the desired single vortex,
usually due to very large forces, were thrown out from
the results. These included vortex-free single-domain so-
lutions at high applied fields and other configurations.

The applied and demagnetization fields in the Hamil-
tonian (36) and its extension Λ["mi] in (92) appear mul-
tiplied by the factor (a/λex)2. In order to compare them
to the position constraint field "λ it makes sense to define
the scaled external field used in the simulations,

"hext =
a2

λ2
ex

H̃ext =
a2

λ2
ex

"Hext

MS
. (96)

In the calculations we specify the values of h = |"hext|.
In this way, "λ and "hext are in the same units. A similar
transformation can also be defined for scaled demagneti-
zation field. Indeed, this relation can be used in reverse
to define a physical field strength "Hλ that corresponds
to the constraint field "λ (switch "hext to "λ on LHS and
switch "Hext to "Hλ on RHS). For the simulations here,
the ratio λ2

ex/a2 ≈ 7.02 is needed for the conversion from
hy to Hext in units of MS

VI. EFFECTIVE VORTEX-IN-DOT
POTENTIALS

The approximate shape of the potential experienced by
a vortex can be obtained through the zero-temperature
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FIG. 5: (Color online) The constraining field λy needed to
insure a desired vortex location (x0, 0), for the disks of height
L = 6a = 12.0 nm whose potentials are shown in Fig. 3. The
vortex has a positive rotation of the magnetic moments (i.e.,
counterclockwise viewed from above, φ0 = +90◦, or C = +1).
When requiring a desired position (x0, 0) the constraining
field must be in the perpendicular direction. The constraining
field increases more slowly for the larger disks.
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FIG. 6: (Color online) The constraining field λy needed to
insure a desired vortex location (x0, 0), for the thinner disks
of height L = 6a = 12.0 nm whose potentials are shown in Fig.
4. The vortex has a positive rotation of the magnetic moments
(counterclockwise viewed from above). The constraining field
needed is weaker than that in the thicker disks. The large
nearly vertical sections are in unstable regions.

calculation of the total system energy described above,
for a sequence of constrained vortex locations, "X =
(x0, y0). The origin (0, 0) is the center of the disk; the
vortex is “moved” along the x-axis, taking y0 = 0. The
energy minimization is carried out while artificially hold-
ing the vortex in place at position "X via the constraining
field "λ that acts only on the Nc cells closest to the vortex

Example.  Total energy of a vortex, E(x0)≈½kFx0
2

a=2.0 nm,  λex=5.3 nm,  L=4.0 nm, R=40, 80, 120 nm

Potential
E(x0)

softer 
potentials
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the !bi, while the
corrector finds the needed !bi based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction !bi, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = − γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V

r
= − γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is

gyrovector:
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the !bi, while the
corrector finds the needed !bi based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction !bi, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = − γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V

r
= − γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the !bi, while the
corrector finds the needed !bi based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction !bi, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
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This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
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in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to !HM are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

d!µi

dt
= γ!µi × !Bi. (27)

Here !Bi is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is !µi = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−!µi · !Bi for each dipole, with

!Bi = − δH
δ!µi

= − 1

µ

δH
δµ̂i

=
J

La2Ms

!bi,

!bi ≡
∑
nbrs

m̂j +
a2

λ2
ex

(
H̃ext + H̃M

)
. (28)

This dimensionless induction!bi used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡ J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i ×!bi, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ ×!bi − αm̂ ×

(
m̂ ×!bi

)
. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions !bs, in addition to the de-
terministic fields !bi from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(
!b +!bs

)
− αm̂ ×

[
m̂ ×

(
!b +!bs

)]
. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to !b) and stochastic effects (due to !bs).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

stochastic fields
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satisfy the fluctuation-dissipation (FD) theorem,

〈bα
s (τ) bβ

s (τ ′)〉 = 2αT δαβ δ(τ − τ ′). (33)

The indices α, β refer to any of the Cartesian coordinates,
and the dimensionless temperature T is the thermal en-
ergy scaled by the energy unit J ,

T ≡ kT

J
=

kT

2AL
, (34)

where k is Boltzmann’s constant. The fluctuation-
dissipation theorem expresses how the power in the ther-
mal fluctuations is carried in the random magnetic fields.
In terms of the physical units, the relation is

γµ〈Bα
s (t)Bβ

s (t′)〉 = 2α kT δαβ δ(t − t′). (35)

where µ = La2Ms is the magnetic dipole moment per
computation cell.

A. Time evolution with second order Heun (H2)
method

The Langevin equation (32) is a first-order differential
equation that is linear in multiplicative noise. If y =
y(τ) represents the full state of the system (a vector of
dimension 3N , where N is the number of cells), then the
dynamics follows an equation of the form

dy

dτ
= f [τ, y(τ)] + fs[τ, y(τ)] · bs(τ). (36)

The vector function f is the deterministic time deriva-
tive and the vector function fs determines the stochastic
dynamics; bs represents the whole stochastic field of the
system. An efficient method for integrating this type
of equation forward in time is the second order Heun
(H2) method. That is in the family of predictor-corrector
schemes and is rather stable. It involves an Euler step as
the predictor stage, and a corrector stage that is equiv-
alent to the trapezoid rule. Some details of the method
are summarized here, to indicate how the stochastic fields
are included, and to show why it is used rather than the
fourth order Runge-Kutta method (the latter seems dif-
ficult to adapt to the stochastic fields).

We use the notation yn ≡ y(τn) to show the values
at times τn = n∆τ , according to the choice of some
integration time step ∆τ . Integrating Equation (36)
over one time step gives the Euler predictor estimate for
y(τn + ∆τ):

ỹn+1 = yn + f(τn, yn)∆τ + fs(τn, yn) · (σswn). (37)

The last factor, σswn, is introduced to represent the time-
integral of the stochastic magnetic inductions. σs is a
variance and wn represents a vector of 3N random num-
bers, one for each Cartesian component at each site of the

grid. Consider, say, the result of integrating the equation
of motion for just one component for one site:∫ τn+∆τ

τn

dτ bx
s(τ) −→ σsw

x
n. (38)

The physical variance σs needed for this to work cor-
rectly, must be determined by the FD theorem. For this
individual component at one site, the squared variance is

σ2
s =

〈(∫ τn+∆τ

τn

dτ bx
s (τ)

)2〉

=

∫ τn+∆τ

τn

dτ

∫ τn+∆τ

τn

dτ ′ 〈bx
s(τ)bx

s (τ ′)〉 (39)

Now applying the FD theorem to this gives the required
variance of the random fields, that depends on the time
step being used:

σs =
√

2αT ∆τ . (40)

This means that individual stochastic field components
bα
s (τ), integrated over one time step, are replaced by ran-

dom numbers of zero mean with variance σs, as used
above.

For the corrector stage, the points yn and ỹn+1 are used
to get better estimates of the slope of the solution. Then
their average is used in the trapezoid corrector stage:

yn+1 = yn +
1

2
[f(τn, yn) + f(τn+1, ỹn+1)] ∆τ (41)

+
1

2
[fs(τn, yn) + fs(τn+1, ỹn+1)] · (σswn).

The error is of order O((∆τ)3), hence it is a second or-
der scheme. Note that the same vector of 3N random
numbers wn used in the predictor stage are re-used in
the corrector stage, because it is the evolution over the
same time interval.

In the coding for computations, one does not use the
explicit form of the functions f and fs. Rather, at each
cell, first one can calculate the deterministic effective field
'bi based on the present state of the system. Its effect in
the dynamics will be actually proportional to its product
with the time step, i.e., it gives a contribution ∆m̂i ∝
'bi∆τ . Of course, the stochastic change in this same site
will be proportional to the stochastic effective field, which
is some σs 'wi for that site, where 'wi = (wx

i , wy
i , wz

i ). So
the total change at this site is linearly determined by a
combination,

∆m̂i ∝ 'gi, 'gi ≡ 'bi∆τ + σs 'wi. (42)

An effective field combination 'gi acts in this way both
during the predictor and the corrector stages. In either
stage, a dynamic change in a site is given by a simple
relation,

∆m̂i = m̂i × ['gi − α(m̂i × 'gi)] . (43)
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We can integrate with Heun’s 2nd order algorithm:

A.  Euler predictor step.
B.   Trapezoid corrector step.
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The vector function f is the deterministic time deriva-
tive and the vector function fs determines the stochastic
dynamics; bs represents the whole stochastic field of the
system. An efficient method for integrating this type
of equation forward in time is the second order Heun
(H2) method. That is in the family of predictor-corrector
schemes and is rather stable. It involves an Euler step as
the predictor stage, and a corrector stage that is equiv-
alent to the trapezoid rule. Some details of the method
are summarized here, to indicate how the stochastic fields
are included, and to show why it is used rather than the
fourth order Runge-Kutta method (the latter seems dif-
ficult to adapt to the stochastic fields).

We use the notation yn ≡ y(τn) to show the values
at times τn = n∆τ , according to the choice of some
integration time step ∆τ . Integrating Equation (36)
over one time step gives the Euler predictor estimate for
y(τn + ∆τ):

ỹn+1 = yn + f(τn, yn)∆τ + fs(τn, yn) · (σswn). (37)

The last factor, σswn, is introduced to represent the time-
integral of the stochastic magnetic inductions. σs is a
variance and wn represents a vector of 3N random num-
bers, one for each Cartesian component at each site of the

grid. Consider, say, the result of integrating the equation
of motion for just one component for one site:∫ τn+∆τ

τn

dτ bx
s(τ) −→ σsw

x
n. (38)

The physical variance σs needed for this to work cor-
rectly, must be determined by the FD theorem. For this
individual component at one site, the squared variance is

σ2
s =

〈(∫ τn+∆τ

τn

dτ bx
s (τ)

)2〉

=

∫ τn+∆τ

τn

dτ

∫ τn+∆τ

τn

dτ ′ 〈bx
s(τ)bx

s (τ ′)〉 (39)

Now applying the FD theorem to this gives the required
variance of the random fields, that depends on the time
step being used:

σs =
√

2αT ∆τ . (40)

This means that individual stochastic field components
bα
s (τ), integrated over one time step, are replaced by ran-

dom numbers of zero mean with variance σs, as used
above.

For the corrector stage, the points yn and ỹn+1 are used
to get better estimates of the slope of the solution. Then
their average is used in the trapezoid corrector stage:

yn+1 = yn +
1

2
[f(τn, yn) + f(τn+1, ỹn+1)] ∆τ (41)

+
1

2
[fs(τn, yn) + fs(τn+1, ỹn+1)] · (σswn).

The error is of order O((∆τ)3), hence it is a second or-
der scheme. Note that the same vector of 3N random
numbers wn used in the predictor stage are re-used in
the corrector stage, because it is the evolution over the
same time interval.

In the coding for computations, one does not use the
explicit form of the functions f and fs. Rather, at each
cell, first one can calculate the deterministic effective field
'bi based on the present state of the system. Its effect in
the dynamics will be actually proportional to its product
with the time step, i.e., it gives a contribution ∆m̂i ∝
'bi∆τ . Of course, the stochastic change in this same site
will be proportional to the stochastic effective field, which
is some σs 'wi for that site, where 'wi = (wx

i , wy
i , wz

i ). So
the total change at this site is linearly determined by a
combination,

∆m̂i ∝ 'gi, 'gi ≡ 'bi∆τ + σs 'wi. (42)

An effective field combination 'gi acts in this way both
during the predictor and the corrector stages. In either
stage, a dynamic change in a site is given by a simple
relation,

∆m̂i = m̂i × ['gi − α(m̂i × 'gi)] . (43)
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where k is Boltzmann’s constant. The fluctuation-
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method

The Langevin equation (32) is a first-order differential
equation that is linear in multiplicative noise. If y =
y(τ) represents the full state of the system (a vector of
dimension 3N , where N is the number of cells), then the
dynamics follows an equation of the form

dy
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= f [τ, y(τ)] + fs[τ, y(τ)] · bs(τ). (36)

The vector function f is the deterministic time deriva-
tive and the vector function fs determines the stochastic
dynamics; bs represents the whole stochastic field of the
system. An efficient method for integrating this type
of equation forward in time is the second order Heun
(H2) method. That is in the family of predictor-corrector
schemes and is rather stable. It involves an Euler step as
the predictor stage, and a corrector stage that is equiv-
alent to the trapezoid rule. Some details of the method
are summarized here, to indicate how the stochastic fields
are included, and to show why it is used rather than the
fourth order Runge-Kutta method (the latter seems dif-
ficult to adapt to the stochastic fields).

We use the notation yn ≡ y(τn) to show the values
at times τn = n∆τ , according to the choice of some
integration time step ∆τ . Integrating Equation (36)
over one time step gives the Euler predictor estimate for
y(τn + ∆τ):

ỹn+1 = yn + f(τn, yn)∆τ + fs(τn, yn) · (σswn). (37)

The last factor, σswn, is introduced to represent the time-
integral of the stochastic magnetic inductions. σs is a
variance and wn represents a vector of 3N random num-
bers, one for each Cartesian component at each site of the

grid. Consider, say, the result of integrating the equation
of motion for just one component for one site:∫ τn+∆τ
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Now applying the FD theorem to this gives the required
variance of the random fields, that depends on the time
step being used:

σs =
√

2αT ∆τ . (40)

This means that individual stochastic field components
bα
s (τ), integrated over one time step, are replaced by ran-

dom numbers of zero mean with variance σs, as used
above.

For the corrector stage, the points yn and ỹn+1 are used
to get better estimates of the slope of the solution. Then
their average is used in the trapezoid corrector stage:
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+
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The error is of order O((∆τ)3), hence it is a second or-
der scheme. Note that the same vector of 3N random
numbers wn used in the predictor stage are re-used in
the corrector stage, because it is the evolution over the
same time interval.

In the coding for computations, one does not use the
explicit form of the functions f and fs. Rather, at each
cell, first one can calculate the deterministic effective field
'bi based on the present state of the system. Its effect in
the dynamics will be actually proportional to its product
with the time step, i.e., it gives a contribution ∆m̂i ∝
'bi∆τ . Of course, the stochastic change in this same site
will be proportional to the stochastic effective field, which
is some σs 'wi for that site, where 'wi = (wx
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i ). So
the total change at this site is linearly determined by a
combination,
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An effective field combination 'gi acts in this way both
during the predictor and the corrector stages. In either
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The distribution of vortex radial coordinate in a circular nanodisk.
data points = simulation.      curves = Boltzman distribution.
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FIG. 15: (Color online) Average squared displacement of
the vortex core from the disk center, versus reciprocal force
constant. The points come from simulations out to time
τ = 2.5 × 105; the solid lines are the predictions from the
equipartition theorem, Eq. 72, using the parameters for Py.

quadratic coordinate receives an average thermal energy
of 1

2kT . This gives the connection needed to predict the
average RMS vortex displacement from the disk center.
Specifically, for each vortex core coordinate,

〈1
2kF X2〉 = 〈1

2kF Y 2〉 = 1
2kT. (71)

Then the average squared displacement of the vortex
from the disk center should be

〈r2〉 = 〈X2 + Y 2〉 = r2
rms =

2kT

kF
. (72)

These show that the average thermal energy in the vortex
motion must be

〈H(X,P)〉 = kT. (73)

Therefore, we can check that these relations actually hold
in the simulations. The average squared displacement
should be proportional to the reciprocal of the force con-
stant, with the same proportionality factor (twice the
temperature) when disks of different geometries are con-
sidered. Some results for the average squared displace-
ments versus reciprocal force constant in different geome-
tries are given in Figure 15. The results depend on the be-
havior of the force constant with disk geometry, showing
the importance of static calculations for understanding
the statistical dynamics behavior. The simulation data
have a general trend consistent with Eq. 72, but there are
large fluctuations due to the finite time sequences used,
which is more of a problem for the systems with small
kF .

We can further substantiate the statistical behavior of
the vortex core, by calculating the probability distribu-
tion p(r) of its distance r =

√
X2 + Y 2 from the disk

0 1 2 3 4 5
r/a

0

0.5

1

1.5

p
(r

)

L=20 nm

L=10 nm

L=5 nm

R=30 nm, T=300 K

0 1 2 3
r/a

0

0.5

1

1.5

2

2.5

p
(r

)

L=20 nm

L=10 nm

L=5 nm

R=30 nm, T=150 K

FIG. 16: (Color online) Probability distributions in Py disks
of radius 30 nm at temperatures 300 K and 150 K, for the
radial position r of the vortex, measured from the disk center,
in units of the cell size, a = 2 nm. Solid curves are the
theoretical expression (74) based on a Boltzmann distribution
using the static force constants; points are from simulations
out to time τ = 2.5 × 105 .

center. Assuming that its position is governed by Boltz-
mann statistics for Hamiltonian (65), the normalized dis-
tribution from p(r)dr ∝ 2πr dr e−βH is predicted to be

p(r) = βkF r e−
1

2
βkF r2

, (74)

where β = (kT )−1 is the inverse temperature. This dis-
tribution also has some particular distinctive points that
are relatively easy to check. For instance, the distribu-
tion has a peak at the point of maximum probability, at
the radius

rmax =

√
kT

kF
=

rrms√
2

. (75)

In addition, the value of the function at this point is

pmax = p(rmax) =
e−1/2

rmax
. (76)
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on the particular geometry of the islands, and make some
evaluations of the dependence of the effective potential on the
island shape and height. The types of shapes we consider are
ellipses. Thin single-domain ellipses were studied by Wei et al
[9], who found that the reversal process involves close to a
uniform Stoner–Wohlfarth rotation, but with reduced energy
barriers due to some non-uniformity of the magnetization.
However, we find here that, for high aspect ratio ellipses, this
non-uniformity is minimal and a uniform rotation model could
be very useful.

Although the theory for spin ice has been developed
for Ising-like magnetic moments, their dynamics requires a
different model. In reality, the underlying magnetic moment
must evolve from much more complex dynamics. The
reversal of an individual island, in the dipolar fields of
its surrounding islands, must be a complex process, and
could involve the motion of domain walls and vortices
within the individual particles, or an impeded rotation
of the local magnetization mostly in unison. But in the
assumption of strong ferromagnetic exchange inside a
particular particle, and a uniform externally applied field, one
can investigate the reversal process using different approaches
to the micromagnetics [10], and see whether vortices or
domain walls play any significant role. Especially, one can
investigate whether there are intermediate metastable vortex
or domain-wall states as steps of the reversal. To a great
extent, for the thin elliptical particles considered here, the
reversal proceeds mostly as a nearly uniform but impeded
rotation of the magnetization of the particle [9], although the
switching fields are reduced compared to a perfectly uniform
rotation. Hence, the idea of an Ising spin for a particle can be
replaced by a three-dimensional magnetic moment !µ, moving
in some anisotropy potential, but free to point in any direction,
if enough energy becomes available to it.

Obviously, by changing the aspect ratios g1 ≡ Lx/Ly and
g3 ≡ Lx/Lz of the particle, its effective anisotropy changes.
The deviation of the ratio Lx/Ly from 1 determines the
strength of an easy-axis anisotropy constant, call it K1, for
the net magnetic moment to rotate within the xy-plane. The
other aspect ratio of length to thickness, Lx/Lz, determines
the difficulty for the magnetic moment !µ to tilt out of
the xy-plane. Thus it determines the strength of a hard-axis
anisotropy constant, call it K3. The goal here is to make some
accurate estimates for these constants and, in the process, to
justify a more generalized description of the magnetization
dynamics, not based on an Ising variable, but, rather, on
an effective three-dimensional magnetic moment, which is
allowed to make deviations from the Ising axis. For a particle
whose hard axis is along ẑ and whose easy axis is along x̂, an
effective potential that approximately represents their energies
is shown to be

E = E0 + K1[1 − (µ̂ · x̂)2] + K3(µ̂ · ẑ)2 (1)

where µ̂ is the unit vector pointing in the direction of the
particle’s net magnetic moment. E0 is the energy when the
magnetic moment µ̂ is along the easy axis. This type of
potential is continuous, in contrast to the two-state Ising
particle, having a well-defined energy barrier, along with

more realistic dynamics. Further, it will give the possibility
of controlling the thermodynamics of spin ices via changes or
variations in the nano-island structure, which can modify the
energy barrier.

The calculational approach is a modification of usual
micromagnetics [11, 12], as follows. A particle is partitioned
into cells of size a × a × Lz, under the assumption that the
local magnetization !M(!r) is independent of the z-coordinate
(along the thin dimension). Thus, there is only a single layer of
cells in the xy-plane, with the desired shape, say, an ellipse of
major diameter Lx and minor diameter Ly < Lx. The saturated
magnetization in each cell interacts with the neighboring cells
by ferromagnetic exchange, an externally applied magnetic
field, and interacts with all cells via the demagnetization field.
The demagnetization field is calculated using an effective
Green’s function that applies for thin systems [13], see below,
with the calculation accelerated by using a 2D fast Fourier
transform (FFT). To evolve towards the nearest (possibly
meta-) stable magnetic state, we do not use integration of
the Landau–Gilbert spin dynamics equations with damping.
Instead, a faster procedure is to use a local spin-alignment
algorithm that involves no damping parameter. In one step
of this algorithm, each cell’s magnetic moment is pointed
towards the local total magnetic field that instantaneously
produces a torque on that cell. The same procedure is applied
to all cells, the demagnetization fields are recalculated, and
the process is repeated iteratively until a desired tolerance
is reached. A microscopic uniaxial anisotropy energy is also
included, although using a strength that would be typical
for Permalloy, it is almost irrelevant when compared to the
exchange and demagnetization effects. We have checked that
this procedure gives the same final states as integration of the
Landau–Gilbert equations with damping.

The internal magnetic energy Eint of the particle is
calculated. This is the total magnetic energy minus the
interaction energy with the applied magnetic field, −!µ · !Hext.
An applied magnetic field is used in the calculations to move
the net magnetic moment around, while it also maps out the
hysteresis loop. In one set of simulations, the hysteresis loop
was calculated with the applied field axis within the xy-plane
at some angle φH to the x-axis. There, the magnetization
makes an angle φm to the x-axis. Then the internal energy
could be found as a function Eint(φm), from which the
anisotropy constant K1 is determined, by fitting to (1), in the
form

Eint(φm) = E0 + K1sin2φm. (2)

In another set of simulations, the applied field was set in the
xz-plane, at some angle θH to the x-axis. This tilts the net
magnetic moment towards the z-axis by an angle θm from
the x-axis. Thus it gives Eint(θm), which depends on both
constants K1 and K3, according to

Eint(θm) = E0 + (K1 + K3)sin2θm. (3)

This allows the anisotropy constant K3 to be determined from
the net stiffness, K13 ≡ K1+K3. It is important to note that the
potential functions Eint(φm) and Eint(θm) found this way do

2

2) Model for magnetic anisotropy of elliptical  islands.         
Total magnetic moment = μ. Single domain assumed.

x

z

easy axis

hard axis
Lx × Ly × Lz  island

μ

μ direction = (θm,ϕm)

angle from x-axisangle from xy-plane



120 x 40 x 6 nm permalloy particle.
cell size  a=2.0 nm. 

Hext

M=μ/V



240 x 48 x 12 nm permalloy, reversal by 
an applied field at 10° to the axis.

Hext M

Obtained by energy 
minimization 
for each Hext

start hereM=μ/V

applied field



240 x 48 x 12 nm permalloy, reversal by 
an applied field at 10° to the axis.

Obtained by energy 
minimization 
for each Hext

MHext

M=μ/V

applied field



240 x 48 x 12 nm permalloy, reversal by 
an applied field at 45° to the axis.

Hext
M

Obtained by energy 
minimization 
for each Hext

M=μ/V

applied field



240 x 48 x 12 nm permalloy, reversal by 
an applied field at 80° to the axis.

Hext

M

Obtained by energy 
minimization 
for each Hext

M=μ/V

applied field



internal energy 
Eint = Eex + Edd

J. Phys.: Condens. Matter 24 (2012) 296001 G M Wysin et al

on the particular geometry of the islands, and make some
evaluations of the dependence of the effective potential on the
island shape and height. The types of shapes we consider are
ellipses. Thin single-domain ellipses were studied by Wei et al
[9], who found that the reversal process involves close to a
uniform Stoner–Wohlfarth rotation, but with reduced energy
barriers due to some non-uniformity of the magnetization.
However, we find here that, for high aspect ratio ellipses, this
non-uniformity is minimal and a uniform rotation model could
be very useful.

Although the theory for spin ice has been developed
for Ising-like magnetic moments, their dynamics requires a
different model. In reality, the underlying magnetic moment
must evolve from much more complex dynamics. The
reversal of an individual island, in the dipolar fields of
its surrounding islands, must be a complex process, and
could involve the motion of domain walls and vortices
within the individual particles, or an impeded rotation
of the local magnetization mostly in unison. But in the
assumption of strong ferromagnetic exchange inside a
particular particle, and a uniform externally applied field, one
can investigate the reversal process using different approaches
to the micromagnetics [10], and see whether vortices or
domain walls play any significant role. Especially, one can
investigate whether there are intermediate metastable vortex
or domain-wall states as steps of the reversal. To a great
extent, for the thin elliptical particles considered here, the
reversal proceeds mostly as a nearly uniform but impeded
rotation of the magnetization of the particle [9], although the
switching fields are reduced compared to a perfectly uniform
rotation. Hence, the idea of an Ising spin for a particle can be
replaced by a three-dimensional magnetic moment !µ, moving
in some anisotropy potential, but free to point in any direction,
if enough energy becomes available to it.

Obviously, by changing the aspect ratios g1 ≡ Lx/Ly and
g3 ≡ Lx/Lz of the particle, its effective anisotropy changes.
The deviation of the ratio Lx/Ly from 1 determines the
strength of an easy-axis anisotropy constant, call it K1, for
the net magnetic moment to rotate within the xy-plane. The
other aspect ratio of length to thickness, Lx/Lz, determines
the difficulty for the magnetic moment !µ to tilt out of
the xy-plane. Thus it determines the strength of a hard-axis
anisotropy constant, call it K3. The goal here is to make some
accurate estimates for these constants and, in the process, to
justify a more generalized description of the magnetization
dynamics, not based on an Ising variable, but, rather, on
an effective three-dimensional magnetic moment, which is
allowed to make deviations from the Ising axis. For a particle
whose hard axis is along ẑ and whose easy axis is along x̂, an
effective potential that approximately represents their energies
is shown to be

E = E0 + K1[1 − (µ̂ · x̂)2] + K3(µ̂ · ẑ)2 (1)

where µ̂ is the unit vector pointing in the direction of the
particle’s net magnetic moment. E0 is the energy when the
magnetic moment µ̂ is along the easy axis. This type of
potential is continuous, in contrast to the two-state Ising
particle, having a well-defined energy barrier, along with

more realistic dynamics. Further, it will give the possibility
of controlling the thermodynamics of spin ices via changes or
variations in the nano-island structure, which can modify the
energy barrier.

The calculational approach is a modification of usual
micromagnetics [11, 12], as follows. A particle is partitioned
into cells of size a × a × Lz, under the assumption that the
local magnetization !M(!r) is independent of the z-coordinate
(along the thin dimension). Thus, there is only a single layer of
cells in the xy-plane, with the desired shape, say, an ellipse of
major diameter Lx and minor diameter Ly < Lx. The saturated
magnetization in each cell interacts with the neighboring cells
by ferromagnetic exchange, an externally applied magnetic
field, and interacts with all cells via the demagnetization field.
The demagnetization field is calculated using an effective
Green’s function that applies for thin systems [13], see below,
with the calculation accelerated by using a 2D fast Fourier
transform (FFT). To evolve towards the nearest (possibly
meta-) stable magnetic state, we do not use integration of
the Landau–Gilbert spin dynamics equations with damping.
Instead, a faster procedure is to use a local spin-alignment
algorithm that involves no damping parameter. In one step
of this algorithm, each cell’s magnetic moment is pointed
towards the local total magnetic field that instantaneously
produces a torque on that cell. The same procedure is applied
to all cells, the demagnetization fields are recalculated, and
the process is repeated iteratively until a desired tolerance
is reached. A microscopic uniaxial anisotropy energy is also
included, although using a strength that would be typical
for Permalloy, it is almost irrelevant when compared to the
exchange and demagnetization effects. We have checked that
this procedure gives the same final states as integration of the
Landau–Gilbert equations with damping.

The internal magnetic energy Eint of the particle is
calculated. This is the total magnetic energy minus the
interaction energy with the applied magnetic field, −!µ · !Hext.
An applied magnetic field is used in the calculations to move
the net magnetic moment around, while it also maps out the
hysteresis loop. In one set of simulations, the hysteresis loop
was calculated with the applied field axis within the xy-plane
at some angle φH to the x-axis. There, the magnetization
makes an angle φm to the x-axis. Then the internal energy
could be found as a function Eint(φm), from which the
anisotropy constant K1 is determined, by fitting to (1), in the
form

Eint(φm) = E0 + K1sin2φm. (2)

In another set of simulations, the applied field was set in the
xz-plane, at some angle θH to the x-axis. This tilts the net
magnetic moment towards the z-axis by an angle θm from
the x-axis. Thus it gives Eint(θm), which depends on both
constants K1 and K3, according to

Eint(θm) = E0 + (K1 + K3)sin2θm. (3)

This allows the anisotropy constant K3 to be determined from
the net stiffness, K13 ≡ K1+K3. It is important to note that the
potential functions Eint(φm) and Eint(θm) found this way do
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on the particular geometry of the islands, and make some
evaluations of the dependence of the effective potential on the
island shape and height. The types of shapes we consider are
ellipses. Thin single-domain ellipses were studied by Wei et al
[9], who found that the reversal process involves close to a
uniform Stoner–Wohlfarth rotation, but with reduced energy
barriers due to some non-uniformity of the magnetization.
However, we find here that, for high aspect ratio ellipses, this
non-uniformity is minimal and a uniform rotation model could
be very useful.

Although the theory for spin ice has been developed
for Ising-like magnetic moments, their dynamics requires a
different model. In reality, the underlying magnetic moment
must evolve from much more complex dynamics. The
reversal of an individual island, in the dipolar fields of
its surrounding islands, must be a complex process, and
could involve the motion of domain walls and vortices
within the individual particles, or an impeded rotation
of the local magnetization mostly in unison. But in the
assumption of strong ferromagnetic exchange inside a
particular particle, and a uniform externally applied field, one
can investigate the reversal process using different approaches
to the micromagnetics [10], and see whether vortices or
domain walls play any significant role. Especially, one can
investigate whether there are intermediate metastable vortex
or domain-wall states as steps of the reversal. To a great
extent, for the thin elliptical particles considered here, the
reversal proceeds mostly as a nearly uniform but impeded
rotation of the magnetization of the particle [9], although the
switching fields are reduced compared to a perfectly uniform
rotation. Hence, the idea of an Ising spin for a particle can be
replaced by a three-dimensional magnetic moment !µ, moving
in some anisotropy potential, but free to point in any direction,
if enough energy becomes available to it.

Obviously, by changing the aspect ratios g1 ≡ Lx/Ly and
g3 ≡ Lx/Lz of the particle, its effective anisotropy changes.
The deviation of the ratio Lx/Ly from 1 determines the
strength of an easy-axis anisotropy constant, call it K1, for
the net magnetic moment to rotate within the xy-plane. The
other aspect ratio of length to thickness, Lx/Lz, determines
the difficulty for the magnetic moment !µ to tilt out of
the xy-plane. Thus it determines the strength of a hard-axis
anisotropy constant, call it K3. The goal here is to make some
accurate estimates for these constants and, in the process, to
justify a more generalized description of the magnetization
dynamics, not based on an Ising variable, but, rather, on
an effective three-dimensional magnetic moment, which is
allowed to make deviations from the Ising axis. For a particle
whose hard axis is along ẑ and whose easy axis is along x̂, an
effective potential that approximately represents their energies
is shown to be

E = E0 + K1[1 − (µ̂ · x̂)2] + K3(µ̂ · ẑ)2 (1)

where µ̂ is the unit vector pointing in the direction of the
particle’s net magnetic moment. E0 is the energy when the
magnetic moment µ̂ is along the easy axis. This type of
potential is continuous, in contrast to the two-state Ising
particle, having a well-defined energy barrier, along with

more realistic dynamics. Further, it will give the possibility
of controlling the thermodynamics of spin ices via changes or
variations in the nano-island structure, which can modify the
energy barrier.

The calculational approach is a modification of usual
micromagnetics [11, 12], as follows. A particle is partitioned
into cells of size a × a × Lz, under the assumption that the
local magnetization !M(!r) is independent of the z-coordinate
(along the thin dimension). Thus, there is only a single layer of
cells in the xy-plane, with the desired shape, say, an ellipse of
major diameter Lx and minor diameter Ly < Lx. The saturated
magnetization in each cell interacts with the neighboring cells
by ferromagnetic exchange, an externally applied magnetic
field, and interacts with all cells via the demagnetization field.
The demagnetization field is calculated using an effective
Green’s function that applies for thin systems [13], see below,
with the calculation accelerated by using a 2D fast Fourier
transform (FFT). To evolve towards the nearest (possibly
meta-) stable magnetic state, we do not use integration of
the Landau–Gilbert spin dynamics equations with damping.
Instead, a faster procedure is to use a local spin-alignment
algorithm that involves no damping parameter. In one step
of this algorithm, each cell’s magnetic moment is pointed
towards the local total magnetic field that instantaneously
produces a torque on that cell. The same procedure is applied
to all cells, the demagnetization fields are recalculated, and
the process is repeated iteratively until a desired tolerance
is reached. A microscopic uniaxial anisotropy energy is also
included, although using a strength that would be typical
for Permalloy, it is almost irrelevant when compared to the
exchange and demagnetization effects. We have checked that
this procedure gives the same final states as integration of the
Landau–Gilbert equations with damping.

The internal magnetic energy Eint of the particle is
calculated. This is the total magnetic energy minus the
interaction energy with the applied magnetic field, −!µ · !Hext.
An applied magnetic field is used in the calculations to move
the net magnetic moment around, while it also maps out the
hysteresis loop. In one set of simulations, the hysteresis loop
was calculated with the applied field axis within the xy-plane
at some angle φH to the x-axis. There, the magnetization
makes an angle φm to the x-axis. Then the internal energy
could be found as a function Eint(φm), from which the
anisotropy constant K1 is determined, by fitting to (1), in the
form

Eint(φm) = E0 + K1sin2φm. (2)

In another set of simulations, the applied field was set in the
xz-plane, at some angle θH to the x-axis. This tilts the net
magnetic moment towards the z-axis by an angle θm from
the x-axis. Thus it gives Eint(θm), which depends on both
constants K1 and K3, according to

Eint(θm) = E0 + (K1 + K3)sin2θm. (3)

This allows the anisotropy constant K3 to be determined from
the net stiffness, K13 ≡ K1+K3. It is important to note that the
potential functions Eint(φm) and Eint(θm) found this way do
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anisotropy constant, call it K3. The goal here is to make some
accurate estimates for these constants and, in the process, to
justify a more generalized description of the magnetization
dynamics, not based on an Ising variable, but, rather, on
an effective three-dimensional magnetic moment, which is
allowed to make deviations from the Ising axis. For a particle
whose hard axis is along ẑ and whose easy axis is along x̂, an
effective potential that approximately represents their energies
is shown to be

E = E0 + K1[1 − (µ̂ · x̂)2] + K3(µ̂ · ẑ)2 (1)

where µ̂ is the unit vector pointing in the direction of the
particle’s net magnetic moment. E0 is the energy when the
magnetic moment µ̂ is along the easy axis. This type of
potential is continuous, in contrast to the two-state Ising
particle, having a well-defined energy barrier, along with
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Green’s function that applies for thin systems [13], see below,
with the calculation accelerated by using a 2D fast Fourier
transform (FFT). To evolve towards the nearest (possibly
meta-) stable magnetic state, we do not use integration of
the Landau–Gilbert spin dynamics equations with damping.
Instead, a faster procedure is to use a local spin-alignment
algorithm that involves no damping parameter. In one step
of this algorithm, each cell’s magnetic moment is pointed
towards the local total magnetic field that instantaneously
produces a torque on that cell. The same procedure is applied
to all cells, the demagnetization fields are recalculated, and
the process is repeated iteratively until a desired tolerance
is reached. A microscopic uniaxial anisotropy energy is also
included, although using a strength that would be typical
for Permalloy, it is almost irrelevant when compared to the
exchange and demagnetization effects. We have checked that
this procedure gives the same final states as integration of the
Landau–Gilbert equations with damping.

The internal magnetic energy Eint of the particle is
calculated. This is the total magnetic energy minus the
interaction energy with the applied magnetic field, −!µ · !Hext.
An applied magnetic field is used in the calculations to move
the net magnetic moment around, while it also maps out the
hysteresis loop. In one set of simulations, the hysteresis loop
was calculated with the applied field axis within the xy-plane
at some angle φH to the x-axis. There, the magnetization
makes an angle φm to the x-axis. Then the internal energy
could be found as a function Eint(φm), from which the
anisotropy constant K1 is determined, by fitting to (1), in the
form

Eint(φm) = E0 + K1sin2φm. (2)

In another set of simulations, the applied field was set in the
xz-plane, at some angle θH to the x-axis. This tilts the net
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the x-axis. Thus it gives Eint(θm), which depends on both
constants K1 and K3, according to
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Table 1. Values of the in-plane anisotropy constant K1 and
out-of-plane anisotropy constant K3 in units of J = 2ALz for
different particle sizes and aspect ratios g1 = Lx/Ly. All of the
particles calculated have g3 = Lx/Lz = 20.

Lx

g1

120 nm 240 nm 480 nm

K1 K3 K1 K3 K1 K3

2 6.35J 72.7J 27.3J 287J 111J 1140J
3 7.32J 43.4J 31.9J 169J 134J 670J
5 6.96J 21.1J 31.5J 79.9J 133J 311J
8 7.39J 8.30J 29.5J 33.1J 118J 132J

is consistently stronger than the easy-axis constant K1, as to
be expected from the greater surface area of the lower and
upper faces at z = 0, Lz, compared to the very limited surface
area of the edge of the ellipse. The energy unit J itself varies
according to the thickness. Thus it makes sense to also look at
results for the constants in joules.

Generally, K3/J increases proportional to the area of the
ellipse, 1

4πLxLy, multiplied by the thickness Lz, so that in fact
K3 (in joules) is linearly proportional to the volume of the
particles. Also, one sees that K3 decreases with increasing
aspect ratio for particles of the same length; this is because
the particle volume is decreasing. On the other hand, K1/J
depends very weakly on the aspect ratio for the particle
sizes tested. In addition, the calculations suggest that K1
increases somewhat faster than the particle volume. The weak
dependence of K1 on the shape of the ellipse (at these larger
values of g1) is surprising.

To clarify the results we also show the constants
converted to energy densities, both K1/V and K3/V in J nm−3,
in figure 3. The actual units are the exchange stiffness A (units
of joules/nanometer) divided by square nanometers. One
finds very little dependence of either energy density constant,
K/V , on the particle size, however, again it is clear that K3 is
always larger than K1. Furthermore, the easy-axis anisotropy
constant K1/V does increase rapidly with the in-plane aspect
ratio g1, and the relation could be close to a linear relationship.
Although the values of K3/V are always greater than the
corresponding K1/V , these hard-axis energy densities K3/V
decrease slightly with increasing aspect ratio g1. At large
aspect ratio, the two constants become nearly the same, which
would have to be the case for a needle-shaped magnet.

4.1. The magnetization structure

In the high aspect ratio particles, the magnetization states are
very close to uniform, even when undergoing reversal. The
elongated particle has such a strong anisotropic effect that the
magnetization cells move almost in a synchronized motion.
For particles with smaller aspect ratio, one starts to see some
weak variations in the magnetization inside the particle.

To get an idea of the size of this effect, some
configurations are presented for ellipses with g1 = 2, which
has the strongest effect of all the particle shapes presented
earlier. In figure 4 some configurations are shown for a
120 nm × 60 nm × 6 nm particle, at different applied field

Figure 3. The anisotropy constants K1 (solid curves) and K3
(dashed curves) scaled by elliptical particle volume, versus particle
lengths, for the indicated g1 aspect ratios. All data has g3 = 20. The
values of K/V are given in units of A nm−2, where A is the
exchange stiffness. K1/V increases with aspect ratio while K3/V
decreases, and they become equal at high aspect ratio.

strengths 45◦ to the particle’s long (+x)-axis. The points
shown are at (a) close to saturation, (b) zero applied field,
(c) a negative field close to reversal, and (d) a negative field
just after reversal. For the most part, the magnetization stays
nearly uniform for this relatively small particle.

Another example is presented in figure 5, like the first
example, but 2× larger in all three dimensions. The four
configurations shown correspond to the same four types
of states as presented for the smaller particle. The main
difference here is that a non-uniform magnetic structure
develops. At zero field, the structure points inward/outward
towards the poles on the long axis. For the configurations
just before and after reversal, a wave-like structure is present.
These spatial variations are due to the dipolar interactions; in
even lower aspect ratio particles (g1 < 2), they lead to C-states
and even vortices entering the particle.

4.2. Particles with lower aspect ratio g1 < 2

When g1 → 1, the ellipse becomes circular and the easy-axis
anisotropy must vanish. Using smaller g1 is a way to produce
particles with weaker easy-axis anisotropy constant. However,
as the system becomes closer to circular, the lowest energy
configuration, especially near zero applied magnetic field,
tends to be non-uniform. The ground state can tend towards
a C-state or a vortex state if the particle is of sufficient size.
The above results do not apply to that situation, especially
because the non-uniform magnetization cannot be mapped
into the model of an individual magnetic moment moving in
an effective potential.

To verify this, some particles were also calculated at
small ellipticity, where K1 ≈ 0, using g1 = 1.25 and 1.11.
Generally, at these ratios, if there was a stable single-domain
ground state (for smaller particles only), the tendency is for
the moments to try to follow the border, and point inwards or
outwards from the poles at the long ends. At larger particle
size this tilting eventually moves the system irreversibly to
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Table 1. Values of the in-plane anisotropy constant K1 and
out-of-plane anisotropy constant K3 in units of J = 2ALz for
different particle sizes and aspect ratios g1 = Lx/Ly. All of the
particles calculated have g3 = Lx/Lz = 20.
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8 7.39J 8.30J 29.5J 33.1J 118J 132J
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upper faces at z = 0, Lz, compared to the very limited surface
area of the edge of the ellipse. The energy unit J itself varies
according to the thickness. Thus it makes sense to also look at
results for the constants in joules.

Generally, K3/J increases proportional to the area of the
ellipse, 1

4πLxLy, multiplied by the thickness Lz, so that in fact
K3 (in joules) is linearly proportional to the volume of the
particles. Also, one sees that K3 decreases with increasing
aspect ratio for particles of the same length; this is because
the particle volume is decreasing. On the other hand, K1/J
depends very weakly on the aspect ratio for the particle
sizes tested. In addition, the calculations suggest that K1
increases somewhat faster than the particle volume. The weak
dependence of K1 on the shape of the ellipse (at these larger
values of g1) is surprising.

To clarify the results we also show the constants
converted to energy densities, both K1/V and K3/V in J nm−3,
in figure 3. The actual units are the exchange stiffness A (units
of joules/nanometer) divided by square nanometers. One
finds very little dependence of either energy density constant,
K/V , on the particle size, however, again it is clear that K3 is
always larger than K1. Furthermore, the easy-axis anisotropy
constant K1/V does increase rapidly with the in-plane aspect
ratio g1, and the relation could be close to a linear relationship.
Although the values of K3/V are always greater than the
corresponding K1/V , these hard-axis energy densities K3/V
decrease slightly with increasing aspect ratio g1. At large
aspect ratio, the two constants become nearly the same, which
would have to be the case for a needle-shaped magnet.

4.1. The magnetization structure

In the high aspect ratio particles, the magnetization states are
very close to uniform, even when undergoing reversal. The
elongated particle has such a strong anisotropic effect that the
magnetization cells move almost in a synchronized motion.
For particles with smaller aspect ratio, one starts to see some
weak variations in the magnetization inside the particle.

To get an idea of the size of this effect, some
configurations are presented for ellipses with g1 = 2, which
has the strongest effect of all the particle shapes presented
earlier. In figure 4 some configurations are shown for a
120 nm × 60 nm × 6 nm particle, at different applied field

Figure 3. The anisotropy constants K1 (solid curves) and K3
(dashed curves) scaled by elliptical particle volume, versus particle
lengths, for the indicated g1 aspect ratios. All data has g3 = 20. The
values of K/V are given in units of A nm−2, where A is the
exchange stiffness. K1/V increases with aspect ratio while K3/V
decreases, and they become equal at high aspect ratio.

strengths 45◦ to the particle’s long (+x)-axis. The points
shown are at (a) close to saturation, (b) zero applied field,
(c) a negative field close to reversal, and (d) a negative field
just after reversal. For the most part, the magnetization stays
nearly uniform for this relatively small particle.

Another example is presented in figure 5, like the first
example, but 2× larger in all three dimensions. The four
configurations shown correspond to the same four types
of states as presented for the smaller particle. The main
difference here is that a non-uniform magnetic structure
develops. At zero field, the structure points inward/outward
towards the poles on the long axis. For the configurations
just before and after reversal, a wave-like structure is present.
These spatial variations are due to the dipolar interactions; in
even lower aspect ratio particles (g1 < 2), they lead to C-states
and even vortices entering the particle.

4.2. Particles with lower aspect ratio g1 < 2

When g1 → 1, the ellipse becomes circular and the easy-axis
anisotropy must vanish. Using smaller g1 is a way to produce
particles with weaker easy-axis anisotropy constant. However,
as the system becomes closer to circular, the lowest energy
configuration, especially near zero applied magnetic field,
tends to be non-uniform. The ground state can tend towards
a C-state or a vortex state if the particle is of sufficient size.
The above results do not apply to that situation, especially
because the non-uniform magnetization cannot be mapped
into the model of an individual magnetic moment moving in
an effective potential.

To verify this, some particles were also calculated at
small ellipticity, where K1 ≈ 0, using g1 = 1.25 and 1.11.
Generally, at these ratios, if there was a stable single-domain
ground state (for smaller particles only), the tendency is for
the moments to try to follow the border, and point inwards or
outwards from the poles at the long ends. At larger particle
size this tilting eventually moves the system irreversibly to

6

aspect ratios
g1=Lx/Ly
g3=Lx/Lz

Anisotropy constants per unit volume 
depend mainly on aspect ratios.

J. Phys.: Condens. Matter 24 (2012) 296001 G M Wysin et al

Table 1. Values of the in-plane anisotropy constant K1 and
out-of-plane anisotropy constant K3 in units of J = 2ALz for
different particle sizes and aspect ratios g1 = Lx/Ly. All of the
particles calculated have g3 = Lx/Lz = 20.

Lx

g1

120 nm 240 nm 480 nm

K1 K3 K1 K3 K1 K3

2 6.35J 72.7J 27.3J 287J 111J 1140J
3 7.32J 43.4J 31.9J 169J 134J 670J
5 6.96J 21.1J 31.5J 79.9J 133J 311J
8 7.39J 8.30J 29.5J 33.1J 118J 132J

is consistently stronger than the easy-axis constant K1, as to
be expected from the greater surface area of the lower and
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area of the edge of the ellipse. The energy unit J itself varies
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weak variations in the magnetization inside the particle.

To get an idea of the size of this effect, some
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Figure 3. The anisotropy constants K1 (solid curves) and K3
(dashed curves) scaled by elliptical particle volume, versus particle
lengths, for the indicated g1 aspect ratios. All data has g3 = 20. The
values of K/V are given in units of A nm−2, where A is the
exchange stiffness. K1/V increases with aspect ratio while K3/V
decreases, and they become equal at high aspect ratio.

strengths 45◦ to the particle’s long (+x)-axis. The points
shown are at (a) close to saturation, (b) zero applied field,
(c) a negative field close to reversal, and (d) a negative field
just after reversal. For the most part, the magnetization stays
nearly uniform for this relatively small particle.

Another example is presented in figure 5, like the first
example, but 2× larger in all three dimensions. The four
configurations shown correspond to the same four types
of states as presented for the smaller particle. The main
difference here is that a non-uniform magnetic structure
develops. At zero field, the structure points inward/outward
towards the poles on the long axis. For the configurations
just before and after reversal, a wave-like structure is present.
These spatial variations are due to the dipolar interactions; in
even lower aspect ratio particles (g1 < 2), they lead to C-states
and even vortices entering the particle.

4.2. Particles with lower aspect ratio g1 < 2

When g1 → 1, the ellipse becomes circular and the easy-axis
anisotropy must vanish. Using smaller g1 is a way to produce
particles with weaker easy-axis anisotropy constant. However,
as the system becomes closer to circular, the lowest energy
configuration, especially near zero applied magnetic field,
tends to be non-uniform. The ground state can tend towards
a C-state or a vortex state if the particle is of sufficient size.
The above results do not apply to that situation, especially
because the non-uniform magnetization cannot be mapped
into the model of an individual magnetic moment moving in
an effective potential.

To verify this, some particles were also calculated at
small ellipticity, where K1 ≈ 0, using g1 = 1.25 and 1.11.
Generally, at these ratios, if there was a stable single-domain
ground state (for smaller particles only), the tendency is for
the moments to try to follow the border, and point inwards or
outwards from the poles at the long ends. At larger particle
size this tilting eventually moves the system irreversibly to
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Figure 6. The anisotropy constants K1 (solid curves) and K3
(dashed curves) scaled by elliptical particle volume, versus particle
thicknesses, for the indicated g1 aspect ratios. All the data is for
particles of length Lx = 240 nm. The K3/V constant crosses below
zero for the thickest high aspect ratio particles, which have become
needle-like and no longer satisfy the assumption of a thin particle.
That is the case of a particle with only uniaxial anisotropy.

5. Conclusions and discussion

The anisotropy properties of thin elliptical ferromagnetic
particles have been estimated, based on a 2D micromagnetics
model that employs Green’s functions for the calculation
of the demagnetization fields. For the high aspect ratio
particles being considered, the magnetization was found to
be close to uniform inside the particles. Then it was possible
to map out the changes in the internal energy versus the
direction of the net magnetic moment !µ, which itself acts
as a collective coordinate. The typical particles tend to
have stronger anisotropy in the hard-axis direction (K3/V)
than in the easy-axis direction (K1/V), however, these two
energy scales approach each other for needle-like particles,
as expected. The results could be of practical application
in the design and analysis of artificial spin ice with desired
dynamics, beyond the usual Ising energetics.

In the theoretical study of artificial spin ice materials,
it is usual to replace the islands by point-like dipoles with
an Ising-like behavior. Indeed, all theoretical calculations
for the properties of these systems were obtained with this
approach. However, a more realistic description of these
artificial spin ices should require models beyond the Ising
approximation, such as continuous magnetic moments with
anisotropy considered in this work. In such a case, although
the main properties of a spin ice system may not undergo
strong alterations, several quantities would change their
values. For instance, a recent work about the thermodynamics
of the square lattice [17, 18] has suggested a possible phase
transition in this system, occurring at a temperature of 7.2D,

where D is the coupling constant of the dipolar interaction
among the islands. Of course, the transition temperature or
similar quantities should be dependent on the island sizes
and anisotropies, but this dependence cannot be perceived
with the Ising approach. It is very probable that the correct
critical temperature must be much smaller than 7.2D since
the total magnetic moment of an island has more degrees
of freedom, and effectively moves in a softer potential. In
addition, the properties must also be dependent on the islands’
shapes, etc. So, the results obtained here are of fundamental
importance for developing this field not only theoretically
but also experimentally, suggesting protocols for improving
experiments, and including studies about their dynamics.
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Figure 6. The anisotropy constants K1 (solid curves) and K3
(dashed curves) scaled by elliptical particle volume, versus particle
thicknesses, for the indicated g1 aspect ratios. All the data is for
particles of length Lx = 240 nm. The K3/V constant crosses below
zero for the thickest high aspect ratio particles, which have become
needle-like and no longer satisfy the assumption of a thin particle.
That is the case of a particle with only uniaxial anisotropy.

5. Conclusions and discussion

The anisotropy properties of thin elliptical ferromagnetic
particles have been estimated, based on a 2D micromagnetics
model that employs Green’s functions for the calculation
of the demagnetization fields. For the high aspect ratio
particles being considered, the magnetization was found to
be close to uniform inside the particles. Then it was possible
to map out the changes in the internal energy versus the
direction of the net magnetic moment !µ, which itself acts
as a collective coordinate. The typical particles tend to
have stronger anisotropy in the hard-axis direction (K3/V)
than in the easy-axis direction (K1/V), however, these two
energy scales approach each other for needle-like particles,
as expected. The results could be of practical application
in the design and analysis of artificial spin ice with desired
dynamics, beyond the usual Ising energetics.

In the theoretical study of artificial spin ice materials,
it is usual to replace the islands by point-like dipoles with
an Ising-like behavior. Indeed, all theoretical calculations
for the properties of these systems were obtained with this
approach. However, a more realistic description of these
artificial spin ices should require models beyond the Ising
approximation, such as continuous magnetic moments with
anisotropy considered in this work. In such a case, although
the main properties of a spin ice system may not undergo
strong alterations, several quantities would change their
values. For instance, a recent work about the thermodynamics
of the square lattice [17, 18] has suggested a possible phase
transition in this system, occurring at a temperature of 7.2D,

where D is the coupling constant of the dipolar interaction
among the islands. Of course, the transition temperature or
similar quantities should be dependent on the island sizes
and anisotropies, but this dependence cannot be perceived
with the Ising approach. It is very probable that the correct
critical temperature must be much smaller than 7.2D since
the total magnetic moment of an island has more degrees
of freedom, and effectively moves in a softer potential. In
addition, the properties must also be dependent on the islands’
shapes, etc. So, the results obtained here are of fundamental
importance for developing this field not only theoretically
but also experimentally, suggesting protocols for improving
experiments, and including studies about their dynamics.
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[7] Möller G and Moessner R 2009 Phys. Rev. B 80 140409
[8] Gioia G and James R D 1997 Proc. R. Soc. Lond. A 453 213
[9] Wei Z-H, Lai M-F, Chang C-R, Usov N A, Wu J C and

Lai J-Y 2004 J. Magn. Magn. Mater. 272–276 e563
[10] Suessa D, Fidler J and Schrefl T 2006 Handbook of Magnetic

Materials vol 16 (Amsterdam: Elsevier) p 41
[11] Garcı́a-Cervera C J 1999 Magnetic domains and magnetic

domain walls PhD Thesis New York University
[12] Garcı́a-Cervera C J, Gimbutas Z and Weinan E 2003

J. Comput. Phys. 184 37
[13] Huang Z 2003 J. Comput. Math. 21 33
[14] Wysin G M 2010 J. Phys.: Condens. Matter 22 376002
[15] Sasaki J and Matsubara F 1997 J. Phys. Soc. Japan 66 2138
[16] Wysin G M 1996 Phys. Rev. B 54 15156
[17] Silva R C, Nascimento F S, Mól L A S, Moura-Melo W A and

Pereira A R 2012 New J. Phys. 14 015008
[18] Mól L A S, Pereira A R and Moura-Melo W A 2012 Phys.

Rev. B 85 184410

8

(thickness)



Dynamics and hysteresis in square lattice artificial
spin ice

G M Wysin1, W A Moura-Melo2, L A S Mól2,3,4 and A R Pereira2

1 Department of Physics, Kansas State University, Manhattan, KS 66506-2601,
USA
2 Departamento de Fı́sica, Universidade Federal de Viçosa, Viçosa 36570-000,
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Figure 1. A 16 × 16 model system with d = k1 = k3 = 0.1, in a metastable state
at temperature kBT/ε = 0.025, from a hysteresis scan (this is a state at hext = 0).
Most of the system is locally close to the Z = +1 ground state. The upper right-
hand corner is locally near the Z = −1 ground state, and there is a bent domain
wall connecting the two regions. For interior charge sites (junction points of four
islands), there happens to be no discrete monopole charge present: all qk = 0 and
the discrete ρm = 0.

leading to thermally driven slow dynamics. Alternatively, the use of materials with an ordering
temperature near room temperature seems to be another important possibility. By using such a
material, a recent experimental work on a square lattice in an external magnetic field confirms a
dynamical pre-melting of the artificial spin ice structure at a temperature well below the intrinsic
ordering temperature of the island material, creating a spin ice array that has real thermal
dynamics of its artificial spins over an extended temperature range [21]. A better understanding
of these compounds may even come from colloidal systems, which have an advantage over
the usual magnetic arrays because thermal activation of the effective spin degrees of freedom
is possible [11]. So, a more detailed analysis of the effects of thermal fluctuations and the
spin dynamics in a two-dimensional spin ice material should be of great interest for a better
understanding of these interesting frustrated systems.

Using an Ising model for the magnetic moments of the nanoislands, thermal effects in
artificial square ice were studied recently by some of us [22] with Monte Carlo simulation. The
focus was on examining the roles of elementary excitations in the thermodynamic properties
of these systems. We found that the specific heat and average separation between monopoles
with opposite charges exhibit a sharp peak and a local maximum, respectively, at the same
temperature [22], Tp ≈ 7.2D/kB, where D is the strength of the dipolar interactions and kB is
Boltzmann’s constant. The Ising behavior of the islands seems to be realistic for the typical
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affected by two forms of local shape anisotropy. Firstly, there is a uniaxial anisotropy that
impedes free rotation in the xy-plane, associated with some energy constant K1, and oriented
along x for the first sublattice and along y for the second sublattice. Depending on its sublattice,
each moment has an axis ûi (equal to x̂ or ŷ) for this anisotropy, see figure 1. Secondly, because
the nanoislands are thin in the z-direction, the z-direction is a hard axis, and there is a hard-axis
anisotropy whose energy scale is determined by a constant K3, the same for all the islands. The
Hamiltonian is then

H= − µ0

4π

µ2

a3

∑
i> j

[3(µ̂i · r̂i j)(µ̂ j · r̂i j) − µ̂i · µ̂ j ]
(ri j/a)3

+
∑

i

{K1[1−(µ̂i · ûi)
2]+K3(µ̂i · ẑ)2 − "µi · "Bext}.

(2)
Here µ0 is the magnetic permeability of space and r̂i j is the unit vector pointing from the position
of "µ j toward the position of "µi . The first sum is the dipole–dipole interactions, the second sum
contains the anisotropy energies and an applied external magnetic induction "Bext = µ0 "H ext. A
constant is included in the K1 anisotropy energy so that that energy is zero when a dipole points
along its local anisotropy axis ûi . Note that if a dipole moves in the xy-plane, it only pays the
cost of the K1 anisotropy term, but motion up out of the xy-plane (say, in the xz-plane) involves
an energy proportional to the sum of both anisotropies, K1 + K3.

The motion out of the xy-plane is also impeded by the dipolar interactions. With the dipole
pair distances scaled by the lattice constant, the effective strength of nearest-neighbor dipolar
interactions is determined by the dipole energy factor

D = µ0

4π

µ2

a3
. (3)

Depending on the island geometry, which is discussed further below, the anisotropy constants
K1 and K3 would typically be of a similar order of magnitude. Thus, there are three important
energy scales: dipolar energy, anisotropy energy and the thermal energy kBT . The anisotropy
constants are proportional to the volume V of the islands, as is µ = MsV , where Ms is the
saturation magnetization of the magnetic material. But then, this dipolar constant D increases
as the squared island volume. Thus, changing the island size and spacing a can be done to
adjust these energy scales in relation to each other. Typically, the interesting case must have the
thermal energy less than both the effective dipolar energy (per site) and anisotropy energy. But
note that, the effective dipolar energy can be much larger than that indicated by D, which only
measures the energy in a nearest-neighbor pair. When the dipolar interactions are summed, the
net dipolar energy per island could be much larger than D.

2.1. Spin-ice ground state and order parameters

For the square lattice spin ice, the ground state is twofold degenerate, and involves alternating
dipoles on each of the two sublattices. The ground state fully satisfies the two-in/two-out rule
in each monopole charge cell (a junction of four islands at the site "rk of each unit cell). The unit
cell positions are expressed "rk = (mk, nk)a, where a is the lattice constant and mk and nk are
integers. Then one of the ground states can be constructed by setting the dipole directions as

µ̂GS
k1 ≡ µ̂GS

1 ("rk) = +(−1)mk+nk x̂,

µ̂GS
k2 ≡ µ̂GS

2 ("rk) = −(−1)mk+nk ŷ.
(4)
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FIG. 2: (a) Configuration of the ground-state obtained for
L = 6a, in exact agreement with that experimentally ob-
served. Note that the ice rules are manifested at each vertex.
This is the case in which the topology demands the minimum
energy (see Fig. ( 3)). (b) Another configuration also respect-
ing the ice rule, but displaying a topology which costs more
energy.

is energetically favorable when the moments of a pair of
islands are align so that one is pointing into the center
of the vertex and the other is pointing out (red islands
in Fig. 1) while it is energetically unfavorable when both
moments are pointing inward or both are pointing out-
ward (blue islands in Fig. 1). This artificial system ex-
hibits short-range order and ice-like correlations on the
lattice, which is precisely analogous to the behavior of
the spin ice materials. Here, we consider an arrangement
alike that experimentally investigated in Ref. [5]. In our
scheme the magnetic moment (“spin”) of the island is
replaced by a point dipole at its center. To do this, in
each site (xi, yi) of a square lattice two spin variables are
defined: !Sh(i) with components Sx = ±1, Sy = 0 located
at !rh = (xi +1/2, yi), and !Sv(i) with components Sx = 0,
Sy = ±1 at !rv = (xi, yi + 1/2). Therefore, in a lattice
of volume L2 one gets 2 × L2 spins (see Fig. 2). Repre-
senting the spins of the islands by !Si, which can assume
either !Sh(i) or !Sv(i), then the 2d spin ice is described by
the following Hamiltonian

HSI = Da3
∑
i !=j

[
!Si · !Sj

r3
ij

− 3(!Si · !rij)(!Sj · !rij)
r5
ij

]
, (1)

where D = µ0µ2/4πa3 is the coupling constant of the
dipolar interaction and a is the lattice spacing. The sum
is either over all 2 × L2 − 1 pairs of spins in the lattice
for the case with open boundary conditions (OBC) or
over all spins and their images for the case with periodic
boundary conditions (PBC). We study these two possi-
bilities; the first one is more related to the artificial spin
ice fabricated in Ref.[5], while using PBC we minimize
the border effects. In the system with PBC the Ewald
summation [8,9] is used.

We consider first the ground states obtained from
Hamiltonian (1) describing the 2d spin ice. To do this we
use a process known as simulated annealing [10], which
is a Monte Carlo calculation where the temperature is

FIG. 3: The 4 distinct topologies and the 16 possible mag-
netic moment configurations on a vertex of 4 islands. Al-
though configurations (a) and (b) obey the ice rule, the
topology of (a) is more energetically favorable than that of
(b). Hamiltonian (1) correctly yields to the true ground-state
based on topology (a), without further assumptions. Topolo-
gies (c) and (d) does not obey the ice rule. Particularly, (c)
implies in a monopole with charge QM .

FIG. 4: (Color online) The two basic shortest strings used in
the separation process of the magnetic charges: pictures (1)
and (2) exhibit strings 1 and 2 respectively. The left circle
(red) is the positive charge (north pole) while the right circle
(black) is the negative (south pole).

slightly reduced in each step of the process in order to
drive the system to the global minimum. Several tests for
systems with different sizes L (6a ≤ L ≤ 80a) were stud-
ied. The final configuration (ground state) was found
to be twofold degenerate (see part (a) of Fig. 2 for
a lattice with L = 6a). If we consider the vorticity in
each plaquette, assigning a variable σ = +1 and −1 to
clockwise and anticlockwise vorticities respectively, the
ground state looks like a checkerboard, with an antifer-
romagnetic arrangement of the σ variable. Note that
the ground state clearly obeys the ice rule. We remark
that it is impossible to minimize all dipole-dipole inter-
actions. On each vertex there are six pairs of dipoles and
only four of them can simultaneously minimize the en-
ergy. It is important to mention that, although there are
other possible configurations that also obey the ice rule,
these are not the ground state. Indeed, the state shown
on the right side of Fig. 2 has energy about four times
larger than that of the ground state. The difference be-
tween these two states is related to the distinct topologies
for the configurations of the four moments (see Fig. 3).
It was experimentally shown in Ref. [5] that, while the
topologies of types (a) and (b) obey the ice rule, the case
(a) has smaller energy than case (b). Our theoretical cal-
culations confirm this fact. The same ground state was
also reported in Refs.[6,7]

The system is, therefore, naturally frustrated. In

Ice-rule:

For lowest energy, equal 
numbers of inward and 
outward pointing dipoles 
at each vertex.

(Mol et al 2008.)
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affected by two forms of local shape anisotropy. Firstly, there is a uniaxial anisotropy that
impedes free rotation in the xy-plane, associated with some energy constant K1, and oriented
along x for the first sublattice and along y for the second sublattice. Depending on its sublattice,
each moment has an axis ûi (equal to x̂ or ŷ) for this anisotropy, see figure 1. Secondly, because
the nanoislands are thin in the z-direction, the z-direction is a hard axis, and there is a hard-axis
anisotropy whose energy scale is determined by a constant K3, the same for all the islands. The
Hamiltonian is then

H= − µ0

4π

µ2

a3

∑
i> j

[3(µ̂i · r̂i j)(µ̂ j · r̂i j) − µ̂i · µ̂ j ]
(ri j/a)3

+
∑

i

{K1[1−(µ̂i · ûi)
2]+K3(µ̂i · ẑ)2 − "µi · "Bext}.

(2)
Here µ0 is the magnetic permeability of space and r̂i j is the unit vector pointing from the position
of "µ j toward the position of "µi . The first sum is the dipole–dipole interactions, the second sum
contains the anisotropy energies and an applied external magnetic induction "Bext = µ0 "H ext. A
constant is included in the K1 anisotropy energy so that that energy is zero when a dipole points
along its local anisotropy axis ûi . Note that if a dipole moves in the xy-plane, it only pays the
cost of the K1 anisotropy term, but motion up out of the xy-plane (say, in the xz-plane) involves
an energy proportional to the sum of both anisotropies, K1 + K3.

The motion out of the xy-plane is also impeded by the dipolar interactions. With the dipole
pair distances scaled by the lattice constant, the effective strength of nearest-neighbor dipolar
interactions is determined by the dipole energy factor

D = µ0

4π

µ2

a3
. (3)

Depending on the island geometry, which is discussed further below, the anisotropy constants
K1 and K3 would typically be of a similar order of magnitude. Thus, there are three important
energy scales: dipolar energy, anisotropy energy and the thermal energy kBT . The anisotropy
constants are proportional to the volume V of the islands, as is µ = MsV , where Ms is the
saturation magnetization of the magnetic material. But then, this dipolar constant D increases
as the squared island volume. Thus, changing the island size and spacing a can be done to
adjust these energy scales in relation to each other. Typically, the interesting case must have the
thermal energy less than both the effective dipolar energy (per site) and anisotropy energy. But
note that, the effective dipolar energy can be much larger than that indicated by D, which only
measures the energy in a nearest-neighbor pair. When the dipolar interactions are summed, the
net dipolar energy per island could be much larger than D.

2.1. Spin-ice ground state and order parameters

For the square lattice spin ice, the ground state is twofold degenerate, and involves alternating
dipoles on each of the two sublattices. The ground state fully satisfies the two-in/two-out rule
in each monopole charge cell (a junction of four islands at the site "rk of each unit cell). The unit
cell positions are expressed "rk = (mk, nk)a, where a is the lattice constant and mk and nk are
integers. Then one of the ground states can be constructed by setting the dipole directions as

µ̂GS
k1 ≡ µ̂GS

1 ("rk) = +(−1)mk+nk x̂,

µ̂GS
k2 ≡ µ̂GS

2 ("rk) = −(−1)mk+nk ŷ.
(4)
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D = 0.1
K1=0.1 
K3=0.5

kT=0.10

> ground state

artificial ice model

(from long-time 
Langevin dynamics)



D = 0.1
K1=0.1 
K3=0.5

kT=0.14

few monopoles

artificial ice model

(from long-time 
Langevin dynamics)



D = 0.1
K1=0.1 
K3=0.5

kT=0.22

≈ transition to
high-T phase

artificial ice model

(from long-time 
Langevin dynamics)



D = 0.1
K1=0.1 
K3=0.5

kT=0.30

≈ high-T disorder

artificial ice model

(from long-time 
Langevin dynamics)



ice model for Wang et al (2006) particles

(from long-time 
Langevin dynamics)

D = 0.000835
K1=0.0897 
K3=0.2000

kT=0.001

≠ ground state

Note: 300 K is 
kT = 1.29x10-5

5

affected by two forms of local shape anisotropy. Firstly, there is a uniaxial anisotropy that
impedes free rotation in the xy-plane, associated with some energy constant K1, and oriented
along x for the first sublattice and along y for the second sublattice. Depending on its sublattice,
each moment has an axis ûi (equal to x̂ or ŷ) for this anisotropy, see figure 1. Secondly, because
the nanoislands are thin in the z-direction, the z-direction is a hard axis, and there is a hard-axis
anisotropy whose energy scale is determined by a constant K3, the same for all the islands. The
Hamiltonian is then

H= − µ0

4π

µ2

a3

∑
i> j

[3(µ̂i · r̂i j)(µ̂ j · r̂i j) − µ̂i · µ̂ j ]
(ri j/a)3

+
∑

i

{K1[1−(µ̂i · ûi)
2]+K3(µ̂i · ẑ)2 − "µi · "Bext}.

(2)
Here µ0 is the magnetic permeability of space and r̂i j is the unit vector pointing from the position
of "µ j toward the position of "µi . The first sum is the dipole–dipole interactions, the second sum
contains the anisotropy energies and an applied external magnetic induction "Bext = µ0 "H ext. A
constant is included in the K1 anisotropy energy so that that energy is zero when a dipole points
along its local anisotropy axis ûi . Note that if a dipole moves in the xy-plane, it only pays the
cost of the K1 anisotropy term, but motion up out of the xy-plane (say, in the xz-plane) involves
an energy proportional to the sum of both anisotropies, K1 + K3.

The motion out of the xy-plane is also impeded by the dipolar interactions. With the dipole
pair distances scaled by the lattice constant, the effective strength of nearest-neighbor dipolar
interactions is determined by the dipole energy factor

D = µ0

4π

µ2

a3
. (3)

Depending on the island geometry, which is discussed further below, the anisotropy constants
K1 and K3 would typically be of a similar order of magnitude. Thus, there are three important
energy scales: dipolar energy, anisotropy energy and the thermal energy kBT . The anisotropy
constants are proportional to the volume V of the islands, as is µ = MsV , where Ms is the
saturation magnetization of the magnetic material. But then, this dipolar constant D increases
as the squared island volume. Thus, changing the island size and spacing a can be done to
adjust these energy scales in relation to each other. Typically, the interesting case must have the
thermal energy less than both the effective dipolar energy (per site) and anisotropy energy. But
note that, the effective dipolar energy can be much larger than that indicated by D, which only
measures the energy in a nearest-neighbor pair. When the dipolar interactions are summed, the
net dipolar energy per island could be much larger than D.

2.1. Spin-ice ground state and order parameters

For the square lattice spin ice, the ground state is twofold degenerate, and involves alternating
dipoles on each of the two sublattices. The ground state fully satisfies the two-in/two-out rule
in each monopole charge cell (a junction of four islands at the site "rk of each unit cell). The unit
cell positions are expressed "rk = (mk, nk)a, where a is the lattice constant and mk and nk are
integers. Then one of the ground states can be constructed by setting the dipole directions as

µ̂GS
k1 ≡ µ̂GS

1 ("rk) = +(−1)mk+nk x̂,

µ̂GS
k2 ≡ µ̂GS

2 ("rk) = −(−1)mk+nk ŷ.
(4)

New Journal of Physics 15 (2013) 045029 (http://www.njp.org/)



(from long-time 
Langevin dynamics)

ice model for Wang et al (2006) particles
D = 0.000835
K1=0.0897 
K3=0.2000

kT=0.01

≠ ground state



(from long-time 
Langevin dynamics)

ice model for Wang et al (2006) particles
D = 0.000835
K1=0.0897 
K3=0.2000

kT=0.015

more monopoles



(from long-time 
Langevin dynamics)

ice model for Wang et al (2006) particles
D = 0.000835
K1=0.0897 
K3=0.2000

kT=0.024

more monopoles



(from long-time 
Langevin dynamics)

ice model for Wang et al (2006) particles
D = 0.000835
K1=0.0897 
K3=0.2000

kT=0.040

highly disordered



artificial ice model - Kagomé lattice

D = 0.1
K1=0.1 
K3=0.5

1 of 6 
ground states



artificial ice model - Kagomé lattice

D = 0.1
K1=0.1 
K3=0.5

1 of 6 
ground states

all vertices have a 
monopole charge.



artificial ice model - Kagomé lattice

D = 0.1
K1=0.1 
K3=0.5

kT=0.01 (low T).

Frustrated state
does not approach 
ground state.

(from long-time 
Langevin dynamics)



artificial ice model - Kagomé lattice

(from long-time 
Langevin dynamics)

D = 0.1
K1=0.1 
K3=0.5

kT=0.05



artificial ice model - Kagomé lattice

(from long-time 
Langevin dynamics)

D = 0.1
K1=0.1 
K3=0.5

kT=0.1  (moderate)

multi-charge poles



artificial ice model - Kagomé lattice

(from long-time 
Langevin dynamics)

D = 0.1
K1=0.1 
K3=0.5

kT=0.3  (high)

many 
multi-charge poles



Summary

Shape anisotropy of magnetic islands has a strong effect on the states.
 
Vortices in nanodots have frequency ωG of gyrotropic movement, 

which is proportional to the force constant over thicknes, kF/L.

Even thermal fluctuations can initiate spontaneous vortex motion that 
satisfies equipartition of energy.

Anisotropy coefficients for islands used in artificial spin ice are found 
from the effective potential of the magnetic moment in an island.

A model is developed for spin-ice, based on effective island dipoles 
which can point in any direction, but constrained by anisotropies.
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