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Magnetic Nanodots

Approx. 50 nm - 5 μm, individual & in arrays, made from high-
permeability soft magnetic materials, grown with techniques of 
epitaxy & lithography. 

Can be islands in a non-magnetic substrate. Form arrays of 
particles that interact. 

They should exhibit new effects due to their small size:  
(modified spin waves, surface effects, special sensitivity as  
detectors). 

Two principle states:                                              
    (1) quasi-single domain;   (2) a vortex.



Magnetic nanodots: applications

☛ memory elements, signal processing  

☛ non-volatile data storage (magnetic ram) 

☛ use in sensors of (giant) magneto-resistance (GMR) 

☛ integration into spintronics (switching between states  
via spin polarized currents.)    

⊙	a one-vortex state with small stray magnetic field.



(1) Quasi-  
single-domain

Magnetization M in a circular nanodot

S pole

N pole

The poles 
require extra 

energy.

The energy of 
ferromagnetic 
exchange in 

small.



(2) Single-vortex 
state

Has poles (±z) 
only in the core. 
Their energy is 

small.

Stable only above 
a minimum radius

Now the energy 
of FM exchange 

is greater.



For the vortex states.

A.  Energy & Potential E(X)? 

B.  Dynamics and frequency ωG of the gyrotropic movement?

   X=(xv,yv)=position of the vortex center.

   V=(Vx,Vy)=velocity of the vortex center.



How to study the properties of magnetic vortices 
inside a cylindrical nanodot?

Define the magnetic energies in a disk of Permalloy, as 
functions of the magnetization M. 

Look at vortices as particles with charges, transitions 
between internal states, objects to store data, and with 
interesting dynamics for X(t). 

Energy ⇒ potential E(X), using a Lagrange constraint. 

Energy ⇒ the dynamics M(t), via a Langevin equation. 

Results: Stability, gyrotropic movement, the frequency, as 
functions of geometry, etc.



were taken in air at ambient temperature. An
MFM image of an array of 3 ! 3 dots of
permalloy 1 "m in diameter and 50 nm thick
is shown in Fig. 2. For a thin film of permal-
loy, the magnetic easy axis typically has an
in-plane orientation. If a permalloy dot has
a single domain structure or shows a do-
main pattern, in MFM a pair of magnetic
poles reflected by a dark and white contrast
should be observed in either case. In fact,
the image shows a clearly contrasted spot at
the center of each dot. It is suggested that
each dot has a curling magnetic structure
and the spots observed at the center of the
dots correspond to the area where the mag-
netization is aligned parallel to the plane
normal. However, the direction of the mag-
netization at the center seems to turn ran-

domly, either up or down, as reflected by
the different contrast of the center spots. This
seems to be reasonable, as up- and down-mag-
netizations are energetically equivalent without
an external applied field and do not depend on
the vortex orientation (clockwise or counter-
clockwise). The image shows simultaneously
that the dot structures are of high quality and
that the anisotropy effective in each dot is neg-
ligibly small, which is a necessary condition to
realize a curling magnetic structure. (The spots
in Fig. 2 around the circumference of each dot
are artifacts caused by the surface profile, main-
ly resulting from unremoved fractions of the
resist layer.)

MFM scans were also taken for an en-
semble of permalloy dots with varying di-
ameters, nominally from 0.1 to 1 "m (Fig.
3). These images were taken after applying
an external field of 1.5 T along an in-plane
direction (Fig. 3A) and parallel to the plane
normal (Fig. 3B). For dots larger than 0.3
"m in diameter, a contrast spot at the center
of each dot can be distinguished, and thus
the existence of vortices with a core of
perpendicular magnetization is confirmed.
Again, the two types of vortex core with
up- and down-magnetization are observed
(Fig. 3A). In contrast, after applying an
external field parallel to the plane normal,
all center spots exhibit the same contrast
(Fig. 3B), indicating that all the vortex core
magnetizations have been oriented into the
field direction.

From the above results, there is no doubt
that the contrast spots observed at the center
of each permalloy dot correspond to the
turned-up magnetization of a vortex core.
Although the vortex core is almost exactly
located at the center of the dot, its real diam-
eter cannot be estimated from the contrast
spot observed by MFM, as this is below the
lateral resolution power of this technique. To
resolve a vortex core by MFM, it is necessary
to pin the position of the core so that it is not
affected by a stray field from the tip. In the
experiments reported above, the vortex cores
apparently have been so stable that a clear
contrast appears in the MFM imaging pro-
cess. Magnetic vortices are novel nanoscale
magnetic systems, and it will be of great
importance in the near future to study the
dynamical behavior of turned-up and turned-
down magnetizations, that is, fluctuations of
the vortex cores.
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Fig. 1. Monte Carlo simulation for a
ferromagnetic Heisenberg spin struc-
ture comprising 32 ! 32 ! 8 spins
[courtesy of Ohshima et al. (2)]. (A) Top
surface layer. (B) Cross-section view
through the center. Beside the center,
the spins are oriented almost perpen-
dicular to the drawing plane, jutting out
of the plane to the right and into the
plane to the left, respectively. These
figures represent snapshots of the fluc-
tuating spin structure and are therefore
not symmetric with respect to the cen-
ter. The structure should become sym-
metric by time averaging.

Fig. 2. MFM image of an array of permalloy
dots 1 "m in diameter and 50 nm thick.

A B

Fig. 3. MFM image of an ensemble of 50-nm-thick permalloy dots with diameters varying from 0.1
to 1 "m after applying an external field of 1.5 T along an in-plane direction (A) and parallel to the
plane normal (B).
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Magnetic Vortex Core
Observation in Circular Dots of

Permalloy
T. Shinjo,1 * T. Okuno,1 R. Hassdorf,1 † K. Shigeto,1 T. Ono2

Spin structures of nanoscale magnetic dots are the subject of increasing sci-
entific effort, as the confinement of spins imposed by the geometrical restric-
tions makes these structures comparable to some internal characteristic length
scales of the magnet. For a vortex (a ferromagnetic dot with a curling magnetic
structure), a spot of perpendicular magnetization has been theoretically pre-
dicted to exist at the center of the vortex. Experimental evidence for this
magnetization spot is provided by magnetic force microscopy imaging of cir-
cular dots of permalloy (Ni80Fe20) 0.3 to 1 micrometer in diameter and 50
nanometers thick.

Ferromagnetic materials generally form domain
structures to reduce their magnetostatic energy.
In very small ferromagnetic systems, however,
the formation of domain walls is not energeti-
cally favored. Specifically, in a dot of ferro-
magnetic material of micrometer or submi-
crometer size, a curling spin configuration—
that is, a magnetization vortex (Fig. 1)—has
been proposed to occur in place of domains.
When the dot thickness becomes much smaller
than the dot diameter, usually all spins tend to
align in-plane. In the curling configuration, the
spin directions change gradually in-plane so as
not to lose too much exchange energy, but to
cancel the total dipole energy. In the vicinity of
the dot center, the angle between adjacent spins
then becomes increasingly larger when the spin
directions remain confined in-plane. Therefore,
at the core of the vortex structure, the magne-

tization within a small spot will turn out-of-
plane and parallel to the plane normal. Al-
though the concept of such a magnetic vortex
with a turned-up magnetization core has been
introduced in many textbooks (1 ), direct exper-
imental evidence for this phenomenon has been
lacking.

Recent model calculations for a Heisenberg
spin system of 32 ! 32 ! 8 spins in size (2 )
indicate that a curling spin structure is realized
even for a dot of square shape, where a spot
with turned-up magnetization normal to the
plane exists at the center of the vortex (Fig. 1).
The simulations, which are based on a discrete-
update Monte Carlo method described else-
where (3 ), take account of exchange and dipole
energies while neglecting anisotropy. Further,
they show that no out-of-plane component
of the magnetization occurs if the dot thick-
ness becomes too small. On the other hand,
when the thickness exceeds a certain limit,
the top and bottom spin layers will tend to
cancel each other, and again no perpendic-
ular magnetization should be observed. A
vortex core with perpendicular magnetiza-
tion is therefore expected to appear if the
shape, size, and thickness of the dot are all

appropriate, and the anisotropy energy may
be neglected.

A number of experiments have been carried
out to study nanoscale magnetic systems. Cow-
burn et al. reported magneto-optical measure-
ments on nanoscale supermalloy (Ni80Fe14 -
Mo5) dot arrays (4 ). From the profiles of the
hysteresis loops, they concluded that a col-
linear-type single-domain phase is stabilized in
dots with diameters smaller than a critical value
(about 100 nm) and that a vortex phase likely
occurs in dots with larger diameters. However,
the authors were not able to obtain direct infor-
mation on the spin structure in each dot. As
suggested by theoretical calculations, the size of
the perpendicular magnetization spot at the vor-
tex core should be fairly small, and hence con-
ventional magnetization measurements should
fail to distinguish a fraction of perpendicular
magnetization from the surrounding vortex
magnetic structure.

In this context, we report magnetic force
microscopy (MFM) measurements on circu-
lar dots of permalloy (Ni80Fe20) that give
clear evidence for the existence of a vortex
spin structure with perpendicular magnetiza-
tion core. Samples of ferromagnetic dots
were prepared by means of electron-beam
lithography and evaporation in an ultrahigh
vacuum using an electron-beam gun. The
desired patterns were defined on thermally
oxidized Si substrates capped by a layer of
resist and subsequently topped by a layer of
permalloy. By a lift-off process, the resist is
removed and permalloy dots with designed
sizes remain on top of the Si surface. The
thickness of the circular dots reported here is
50 nm; the diameter of the dots was varied
from 0.1 to 1 "m. In MFM, the instrument
was operated in ac mode to detect the mag-
netic force acting between the cantilever tip
and the surface of the permalloy dots. A
low-moment ferromagnetic tip of CoCr was
used to minimize the effect of stray fields.
The distance between tip and sample surface
was set to 80 nm on average. Sample scans

1Institute for Chemical Research, Kyoto University,
Uji 611-0011, Japan. 2Faculty of Science and Tech-
nology, Keio University, Yokohama 223-8522, Japan.

*To whom correspondence should be addressed. E-
mail: shinjo@scl.kyoto-u.ac.jp
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vortex core with perpendicular magnetiza-
tion is therefore expected to appear if the
shape, size, and thickness of the dot are all

appropriate, and the anisotropy energy may
be neglected.

A number of experiments have been carried
out to study nanoscale magnetic systems. Cow-
burn et al. reported magneto-optical measure-
ments on nanoscale supermalloy (Ni80Fe14 -
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suggested by theoretical calculations, the size of
the perpendicular magnetization spot at the vor-
tex core should be fairly small, and hence con-
ventional magnetization measurements should
fail to distinguish a fraction of perpendicular
magnetization from the surrounding vortex
magnetic structure.

In this context, we report magnetic force
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lar dots of permalloy (Ni80Fe20) that give
clear evidence for the existence of a vortex
spin structure with perpendicular magnetiza-
tion core. Samples of ferromagnetic dots
were prepared by means of electron-beam
lithography and evaporation in an ultrahigh
vacuum using an electron-beam gun. The
desired patterns were defined on thermally
oxidized Si substrates capped by a layer of
resist and subsequently topped by a layer of
permalloy. By a lift-off process, the resist is
removed and permalloy dots with designed
sizes remain on top of the Si surface. The
thickness of the circular dots reported here is
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from 0.1 to 1 "m. In MFM, the instrument
was operated in ac mode to detect the mag-
netic force acting between the cantilever tip
and the surface of the permalloy dots. A
low-moment ferromagnetic tip of CoCr was
used to minimize the effect of stray fields.
The distance between tip and sample surface
was set to 80 nm on average. Sample scans

1Institute for Chemical Research, Kyoto University,
Uji 611-0011, Japan. 2Faculty of Science and Tech-
nology, Keio University, Yokohama 223-8522, Japan.
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The vortex cores are visible.

We can see up/down Mz = 
polarity of the core!

M(r)

Mz ≈ ±Ms in the core



Vortex control & switching?

How to control the position, 
circulation, and polarity of a 

magnetic vortex in a 
nanomagnet? 

--voids or holes?
--applied fields, currents?

--optical impulses?

circulation of the magnetization in the vortex state, which is
opposite compared to that reported in Ref. 6 for the same
direction of the externally applied field and the void position
with respect to the disk center. Since in Ref. 6 disks with a
much larger decentered elliptical void where used, the ob-
served difference suggests that the mechanisms determining
the vortex circulation depend critically on the shape and size
of the void.

The samples investigated here are two arrays of
25-nm-thick Permalloy dots, with nominal diameter of
1.0 !m arranged on a square lattice with a period of
2.00 !m, prepared using e-beam lithography and lift-off
techniques. A small circular void with a nominal diameter of
160 nm has been patterned into each disk. The circular void
is concentric to the disk in one sample and slightly decen-
tered in the other. Figure 1 shows the scanning electron mi-
croscopy images of the two samples.

The magnetization reversal in these structures has been
studied using the diffracted magneto-optic Kerr effect !D-
MOKE" combined with numerical micromagnetic simula-
tions; this technique has proven to be able to determine the
magnetization circulation in circular Py nanomagnets.10 The
incident beam of a HeNe laser !wavelength of 632.8 nm" for
the D-MOKE experiments is polarized in the plane of inci-
dence !p polarization" and the magnetic field is applied per-
pendicularly to the plane of incidence, as described in Refs.
10. This arrangement corresponds to the transverse MOKE
geometry where the changes in the sample magnetization
lead to changes in the intensity of reflected and diffracted
beams, leaving their polarization state unchanged. Since the
theory for magnetic effects in diffracted beams out of the

scattering plane has not yet been developed, we will restrict
our analysis to diffracted beams in the scattering plane !plane
xz, where z is the normal to the sample surface". In some
detail, the D-MOKE loops in this geometry are due to the
variation of the magnetic part of the scattered intensity
#"Id

m!n"$ of the nth diffracted order with field given by

"Id
m!n" # Re#fd!n"$%Re#fd

m!n"$ − A!n"Im#fd
m!n"$&

+ Im#fd!n"$%Im#fd
m!n"$ + A!n"Re#fd

m!n"$& ,

!1"

where fd!n"=''S exp#inG(
·x$ds is called the nonmagnetic

form factor, where G( =2$ /d !d is the array period along the
direction x parallel to the scattering plane" is the reciprocal
lattice vector of the array parallel to the scattering plane, and
the integral is carried out over a single dot. The magnetiza-
tion information in the diffracted beams is contained in the
so called magnetic form factor fd

m!n"=''S my exp#inG(
·x$ds,

where my is the component of the magnetization perpendicu-
lar to the scattering plane !direction y". For particles with a
shape having a center of inversion symmetry, fd!n" is a real
number and Eq. !1" simplifies to10

"Id
m!n" # %Re#fd

m!n"$ − A!n"Im#fd
m!n"$& . !2"

The number A!n" depends on the angles that the inci-
dence and diffracted beams form with the sample normal and
the optical and magneto-optical coefficients of the material
and is treated usually as an adjustable parameter. For n=0,
i.e., in the case of the reflected beam, the signal "Id

m!0" is
just proportional to the average value of my in all the probed
dots. In this case, the MOKE loops are identical to those
measured using standard averaging techniques such as super-
conducting quantum interference device !SQUID" and vi-
brating sample magnetometry. As shown in Ref. 10, this
magnetic form factor can provide details of the magnetiza-
tion structures inside the elements of an array with a spatial
resolution below the laser light wavelength. In the case of
vortex state in Permalloy circular disks, we showed that the
loss of center of inversion symmetry in the magnetization
distribution when the vortex is nucleated leads to a large
imaginary part of the magnetic form factor, which changes
sign upon changing the sense of rotation of the
magnetization.10 As a results, if all dots or their great major-
ity develop a vortex state having the same magnetization
circulation !viz., there is spatial coherence for the disk
switching", the diffracted loops, especially for n%2, will
show characteristic features !e.g., peaks, shoulders, and
negative coercive field" that substantially change upon rota-
tion of the sample by 180° about its normal !viz., upon
changing the sense of rotation in the vortex state". This hap-
pens when an asymmetry is intentionally introduced in the
shape of the disks or the fabrication defects do not have a
random nature.10 In the case of equal number of disks devel-
oping vortex with clockwise and counterclockwise circula-
tions !viz., no spatial coherence for the disk switching be-
cause of the random nature of defects", the imaginary part of
the magnetic form factor averages to zero and no differences
will appear between diffracted loops recorded, rotating the
sample by 180°.

FIG. 1. Scanning electron images of a portion of the two patterns: symmet-
ric rings !upper panel" and asymmetric rings !lower panel".
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We studied the magnetization reversal of Permalloy disks with a small circular void either
concentric or decentered. In both systems the reversal takes place via the nucleation and annihilation
of a magnetic vortex. By applying the diffracted magneto-optic technique combined with numeric
micromagnetic simulations we retrieved the information about the sense of rotation of the
magnetization in the vortex state. For the disks with the concentric void no preferential rotation has
been observed. For the case of decentered void, the sense of rotation of all probed disks is
deterministically controlled by appropriately choosing the direction of the externally applied field
and the void position with respect to the disk center. © 2006 American Institute of Physics.
#DOI: 10.1063/1.2174115$

Ferromagnetic nanoelements developing magnetic vor-
tex structures are attracting a great deal of interest for their
potential application in high density data storage technology
and because of the underlying physics governing the vortex
formation/annihilation process, the vortex core displacement
under the action of an external field, and its dynamic
behavior.1,2 The application of such nanomagnets as device
elements in magnetic recording media and random access
memories requires the perfect controllability of the magneti-
zation circulation at room temperature. For this reason,
methods to achieve the required control over the magnetiza-
tion circulation in the vortex state in ferromagnetic nanoscale
disks and rings are continuously investigated, and various
solutions, more or less reliable, to achieve such a control
have been reported.3–6 In a disk the magnetization circulation
in the vortex was proved to be controllable by introducing a
slight ad hoc asymmetry !e.g., a flattening" into the geomet-
ric shape of the circular dots.3 More recently, the attention
has moved to ring nanostructures because of the higher sta-
bility shown by the vortex state in this geometric shape and
the higher scalability !below 100 nm" as compared to the
circular disk. In such nanoelements a control over the mag-
netization circulation has been achieved by introducing
notches in the ring that act as pinning centers for the domain
walls of the so called “onion” state, which has been found to
be the seed state preceding the vortex formation,4 or by mak-
ing the ring asymmetric.5,6 The pinning of magnetic vortex
by point defects has also been studied.7 Besides the capabil-
ity of “writing” the desired magnetization circulation in the
element, one has to be able to read the stored information.
Among the methods for reading the stored information in the

form of magnetization circulation, the one which is the most
likely candidate for practical applications, is the use of mag-
netotransport measurements. Magnetoresistive measure-
ments have indeed proven to be successful for retrieving in-
formation about the field dependence of magnetization
configurations inside laterally confined systems when ap-
plied to both disk and ring cases. However, in the case of
rings, the retrieval of the information about the sense of ro-
tation is rather complicated and the magnetoresistive signals
involved are quite small.8 We recently showed that in the
case of disks, magnetoresistive measurements can be carried
out in which the two senses of rotation of the magnetization
in the vortex state result in magnetoresistances having oppo-
site signs and, thus, are easily detectable.9 The success of the
method relies on the shifting and distortion of the vortex
structure as the external field is swept !the vortex shifts per-
pendicular to the applied field direction, with a consequent
distortion of the circular magnetization distribution that re-
sults in easily detectable variation of magnetoresistance9".
The aim of the present investigation is to find a method to
reliably select the vortex circulation in soft Py disks, which
stabilizes the vortex state as much as happens in a ring struc-
ture but, at the same time, ensures the controllable displace-
ment of the vortex structure through the disk as the external
field is swept. We have found that these goals can be
achieved with the introduction of a slightly decentered small
circular void into the disk. The void acts as a pinning center
for the vortex state after its nucleation. If the void is small
enough compared to the disk diameter, the application of an
external field can shift the vortex, producing a distortion of
the vortex configuration as required for the application of
magnetoresistance for determining the sense of rotation of
the vortex. It is worth noting that we obtained a sense ofa"Electronic mail: vavassori@fe.infn.it
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Theory:  computer simulations of 
spin energetics & dynamics to study 

vortex motion and spin reversal.



Vortices:  
Particle-like properties 

“vorticity charge”

circulation or curling

B. Dipolar interactions

The exchange strength between cells can be contrasted to the strength of their effective

dipolar interactions. We already saw that each cell has a dipole moment of magnitude

µcell = (4la3/a3
0)µatom. These interact as well according to a Hamiltonian like Eq. (6), but

substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), σ̂i = µ⃗i/µ. Thus we have the dipolar terms convenient for

micromagnetics calculations,

Hdd = −
µ0

4π

µ2
cell

a3

∑

i>j

[3(σ̂i · r̂ij)(σ̂j · r̂ij) − σ̂i · σ̂j ]

(rij/a)3
. (17)

This leads us to define the effective dipolar coupling strength, using the cell’s magnetic

moment and size,

Dcell =
(µ0

4π

) µ2
cell

a3
. (18)

Substituting the cell’s magnetic moment, it is interesting to quote this in units of the atomic

dipolar coupling, viz.,

Dcell =
(µ0

4π

) [(4la3/a3
0)µatom]2

a3
=

16l2a3

a3
0

× D, (19)

where the atomic dipolar coupling strength D is defined in Eq. (7). D gets enhanced for a

cell by the factor (4l)2(a/a0)3. Taking the cell-to-cell exchange as the basic energy unit, the

dipole to exchange ratio is

δcell ≡
Dcell

Jcell
=

D(4l)2( a
a0

)3

4l a
a0

JS2
=

[

D

JS2

]

× 4l

(

a

a0

)2

, (20)

which will indicate the relative dipole coupling strength in the micromagnetics. Of course,

the quantity δ = D/JS2 just represents the corresponding strength of dipolar couplings

to exchange couplings in the atomic system. For Permalloy with µatom = 9.62 × 10−24

A·m2, the atomic values D = 2.07 × 10−25 joules and JS2 = 2.31 × 10−21 joules give the

fundamental value δ = 8.96 × 10−5. So the net enhancement of that, for the interactions of

the micromagnetics cells, is by the factor 4l(a/a0)2.

δcell = δ × 4l

(

a

a0

)2

. (21)
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polarization p = mz = ±1 in the nucleus 

“topological charge 
= gyrovector”

G=2πpq= solid angle mapped out 
 by all the spins

-1≤C≤+1

Influence of a perpendicular current on th e circulation of a pinned magnetic vortex

G. M. Wysin∗

Department of Physics, Kansas State University, Manhattan, KS 66506-2601
(Dated: Mar. 7 , 2008)

The influence of a current’s magnetic field on a vortex pinned in a thin magnetic nanodot is
considered. Pinning due to a non-magnetic region or hole in the center of the nanodot is assumed.
Then the vortex ground state is planar and has vorticity q = +1, with a double degeneracy due to
the two opposite directions (curling or circulation) in which the spins can align around the hole.
Dipole interactions lead to a finite energy barrier between the two states. Monte Carlo relaxation
is used to study the current-induced reversal of the circulation. At least two different processes can
take place during reversal: formation of an outward moving circular domain wall, or, nucleation of
two outward moving vortices of opposite vorticity (q = +1 followed by q = −1).

VORTICITY IN A THIN CIRCULAR
NANOMAGNET

In a thin circular nanomagnet of sufficient size, it is
known that the lowest energy stable configuration of
magnetic moments forms a vortex [1, 2], rather than a
state of a single domain [3]. Such states have been ob-
served, for example, in nanodots of permalloy [4, 5], Fe
[6, 7] and Co [8, 9], and offer great possibilities for high-
density and high-speed magnetic storage [10].

It is usual to expect that the spins interact via
isotropic short-range ferromagnetic exchange interac-
tions, together with long-range but weaker dipole-dipole
interactions. The spins become mostly confined within
the (xy) plane of the material, due to dipole-dipole inter-
actions which act equivalent to an easy-plane anisotropy
[11] which even varies with position in the nanomagnet
[12]. Additionally, the dipole interactions cause the spins
to lie parallel to the circular boundary at the edge, lead-
ing to a vortex state with either a clockwise (CW, nega-
tive) or counterclockwise (CCW, positive) curling or cir-
culation of the spins around the circle. At the center,
however, to reduce their exchange energy, the vortex core
spins must tilt out of the xy-plane (out-of-plane vortex),
acquiring either a positive or negative out-of-plane mag-
netization, Mz (positive/negative vortex polarity). This
concentrated region of nonzero Mz has been used to lo-
cate the vortex [13]. The core out-of-plane tilting is simi-
lar to that found in easy-plane magnetic vortices [14–16],
which exhibit a critical anisotropy strength above which
the spins become confined in the easy plane [16–18].

Thus, in a uniform circular system, there are actually
four different types of out-of-plane magnetic vortices that
could be the ground state (+/ − circulation, with +/ −
polarity). In all four of these cases, the usual quantized
vortex charge or vorticity, is q = +1, being the charge
that refers to a line integral of the gradient of in-plane
spin angle, taken around any path that encloses the vor-
tex core:

q =
1
2π

∮
∇⃗φ · dr⃗. (1)

A vortex with a negative vorticity (i.e., antivortex, q =
−1) would not have its spins follow the contour of the
boundary, and hence, would possess considerably higher
dipolar energy, but the same exchange energy.

The presence of multiple degenerate discrete ground
states, separated by energy barriers, suggests using vari-
ous tactics for switching between them. For example, an
out-of-plane applied magnetic field removes the polarity
degeneracy [19] and results in light and heavy vortices
[20]. Vortex polarity switching due to a magnetic field
pulse has been observed experimentally [21]. It is also
expected that application of a spin-polarized current [22]
or an in-plane magnetic field pulse [23] should switch the
vortex polarity.

The above examples were concerned with changing the
out-of-plane spin configuration. It is our intention here,
rather, to concentrate on the switching of the circulation
of a vortex pinned around a “hole” within a nanodot,
whose effect is to minimize the out-of-plane spin tilting
and eliminate the polarity. Changes in the circulation
might be detected using a nonlocal spin-valve measure-
ment [24]. We concentrate mainly on the effects caused
by the magnetic field of the switching current (Oersted
field) flowing perpendicular to the xy-plane. Miltat et al.
[25] found using micromagnetics for rectangular permal-
loy platelets, that the Oersted field can have a significant
effect on the switching of S and Leaf states. The cur-
rent’s inhomogeneous field was found to cause vortex nu-
cleation, propagation, and interaction during switching.
Here we analyze a simpler problem with higher symme-
try, and focus mostly on the effects of the Oersted field.

Switching a vortex formed around a hole. In the
study here, we consider some aspects of how an unpolar-
ized central current could affect the vortex in a nanodot.
To avoid the discussion of electron-magnetic ion scatter-
ing effects, we consider a current applied through the
center of the dot, in a small region or “hole”that is sep-
arate from the magnetic ions. It is supposed that the
current itself does not flow through the magnetic lattice.
This may be difficult to accomplish in the laboratory, but
nevertheless it is interesting to consider.

The magnetic model employed here is that for a thin
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FIG. 2: Estimated energy barriers ∆ = Eint(0
◦) − Eint(9 0

◦),
for reversal of circulation of a planar vortex, assuming a co-
herent rotation of spins, for relative dipole strength D/JS2 =
0 .0 2 . The system radius R and hole radius Rh are given in
units of the lattice constant a. The barrier is directly propor-
tional to the dipole coupling D.

tion (or curling) of any spin configuration can be defined
according to a general expression

C =
1
N

∑

i

σ̂i · φ̂i. (13)

where again, φ̂i is the azimuthal unit vector at a site.
Each term in the sum ranges from −1 to +1, which is then
normalized by the total number of spins, N . Hence, the
circulation falls in the continuous range −1 ≤ C ≤ +1,
and how closely it approaches the limits gives a sense of
the alignment of the spins around the circular bound-
ary. For the planar vortex (12), it is obvious that the
circulation is C = sin φ0. Clearly, larger absolute values
of C should be more greatly favored at stronger dipole
coupling, δ.

Initially, it is interesting to observe the change in vor-
tex internal energy Eint as a function of φ0, or equiv-
alently, as a function of C. The expression (12) will
be close to the actual vortex structure on the square
lattice because the dipolar and discreteness effects only
make minor modifications. Typical results for Eint(φ0)
are close to sinusoidal, as shown in Fig. 1.

Assuming a vortex could reverse its circulation via a
coherent rotation of all spins, just by slowly changing φ0,
results in an obvious energy barrier. It is clear that the
barrier, ∆ = Eint(0◦)−Eint(90◦), is zero when D = 0 and
must be proportional to D otherwise. Also, the barrier
changes slowly as the hole size increases, but it increases
with increasing system size R, as shown in Fig. 2.

When a current I is turned on, the magnetic energy
effect [hamiltonian (9)] for this planar vortex can be es-

timated quickly by a continuum integral:

EB = −K

∫
d2r

a2

σ̂ · φ̂
(r/a)

= −2πK
(R − Rh)

a
sin φ0. (14)

If the current’s magnetic field has the opposite sense as
C = sin φ0, then the energy shifts upward by 2πK(R −
Rh)/a compared to the situation without a current. Then
roughly one could expect that a reversal must become
easy when the extra magnetic energy lifts the system
over the barrier, or 2πK(R−Rh)/a ≈ ∆. This last rela-
tion can be considered to define a critical current level for
switching, which is tested in the MC simulations. Specif-
ically, it suggests that the critical current could decrease
as the effective “system radius” R−Rh is increased (but
only if ∆ does not change with R − Rh). Of course, all
of this is only an upper limit, because the barrier found
assumes all spins rotate in unison. If the system reverses
circulation by other paths (such as a circular domain wall
around the system), then the barrier that is surpassed
could be smaller. This possibility is tested by using a
Monte Carlo scheme to watch the relaxation after turn-
ing on a current in the “wrong” direction (i.e., a reversing
current whose field is opposite to C).

MONTE CARLO RELAXATION

A Monte Carlo approach is useful for investigating vor-
tex relaxation and stability, because it realistically in-
cludes thermal fluctuations. It also will take into account
the dynamically important out-of-plane motions.

To test these ideas, we applied a standard Metropo-
lis algorithm using single spin flip moves, as developed
in many references [41–45], and applied to easy-plane
Heisenberg models with vacancies in Ref. 34. For a cho-
sen temperature T , the total hamiltonian E = Hex +
Hdd +HB for a system of N spins is employed. A Monte
Carlo step (MCS) is defined by making trial spin moves
on all N spins, chosen in a random sequence. A cho-
sen spin σi is changed by adding a small increment in a
random three-dimensional direction, and then renormal-
izing the spin to unit length, accepting or rejecting each
change according to the Metropolis algorithm: Changes
that reduce the total system energy are always accepted,
whereas, changes that increase the system energy are ac-
cepted only with a probability of exp(−∆E/kBT ). The
spin increments are dynamically adjusted in length so
that the acceptance rate falls between 30% and 60%.
Tables of inter-spin distances (and their powers) were
determined once and then re-used to speed the dipole
energy evaluation. Although the sequence of MC states
is not a real time evolution, it gives a good idea of what
could happen in the presence of thermal fluctuations and
is an interesting alternative to the usual micromagnetic
simulations.
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FIG. 1: Behavior of cell dipoles around a vortex core, with
cell size a = 2.0 nm. The arrows’ lengths in this view are
proportional to each cell’s out-of-plane magnetization com-
ponent, mz. Spatial variations in mz occur over an exchange
length λex = 5.3 nm.

When combined with the length constraint we get

m⃗2
i =

1

4α2
i

[(F x
i )2 + (F y

i )2 + (F z
i )2] = m2,

αi =
1

2m

∣

∣

∣
F⃗i

∣

∣

∣
. (81)

Then the iteration algorithm to minimize the energy,
while satisfying the length constraint, would be

mβ
i = m

F β
i

|F⃗i|
. (82)

This is the usual “local field relaxation” algorithm for en-
ergy minimization, scaling to unit lengths, m = 1. Each
dipole is placed along the direction of the effective field
acting on it, and the process is repeated iteratively until
a desired precision is achieved. It was used in Ref. 43,
although not developed there by the Lagrange technique.

B. Constrained vortex core position

The vortex core position can be controlled by including
an additional constraint. As a first approximation, with
Nc = 4 core cells symmetrically located around the core
position (Fig. 1), the core dipoles are assumed to satisfy
a constraint

Nc
∑

i=1

mx
i =

Nc
∑

i=1

my
i = 0 (83)

This would hold if a vortex is centered at the common
corner of the four grid cells, see Figure 1. This term is
included to make a new functional, applied when using
Nc core sites (where Nc may be greater than four):

Λ[m⃗i] = E[m⃗i] +
∑

i

αi(m⃗
2
i − m2) − λ⃗ ·

Nc
∑

n=1

m⃗n (84)

The new Lagrange multiplier λ⃗ is a vector with only x
and y components. Now the minimization equations (in
the core region) are

∂Λ

∂mx
n

=
∂E

∂mx
n

+ 2αnmx
n − λx = 0

∂Λ

∂my
n

=
∂E

∂my
n

+ 2αnmy
n − λy = 0

∂Λ

∂mz
n

=
∂E

∂mz
n

+ 2αnmz
n = 0 (85)

The results inside the core are

−F x
n + 2αnmx

n − λx = 0 −→ mx
n =

1

2αn
(F x

n + λx)

−F y
n + 2αnmy

n − λy = 0 −→ my
n =

1

2αn
(F y

n + λy)

−F x
n + 2αnmz

n = 0 −→ mz
n =

1

2αn
F z

i (86)

The constraint is just an extra magnetic field, applied
only in the core cells. To complete the solution, one
needs to determine that field. That comes from using
the spin length constraint,

m⃗2
n =

1

4α2
n

[

(F x
n + λx)2 + (F y

n + λy)2 + (F z
n )2

]

= m2,

(87)
which gives

1

αn
=

2m
√

(F x
n + λx)2 + (F y

n + λy)2 + (F z
n)2

. (88)

The constraint (83) also has to be applied to make the
solution complete. Doing the sums in the core,

∑

core

mβ
n =

∑

core

1

2αn
(F β

n + λβ) = 0, (89)

this leads to (for β = x, y only)

λβ = −
∑

core F β
n /αn

∑

core 1/αn
. (90)

Now we can see the algorithm for spin update is fairly
simple. Initially, λ⃗ is set to zero. On each iteration step
the new value of λ⃗ is found from expressions (88) and
(90). Then do

m⃗n = m
(F x

n + λx)x̂ + (F y
n + λy)ŷ + F z

n ẑ
√

(F x
n + λx)2 + (F y

n + λy)2 + (F z
n )2

. (91)
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 Bistability using the charges? 

changing C=+1/-1
vorticity q=+1 does not change
energy E=10.37 does not change.

(unstable) planar vortex  
state: E=30.25

mz>0
mz<0 mz=0



changing p=+1/-1

mz>0
mz<0 mz=0

 Bistability using the charges? 

vorticity q=+1 does not change
energy E=10.37 does not change.

(unstable) planar vortex  
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conned within the xy-plane, with only smaller dynamic out-of-plane motions. That only 

leaves the vortex circulation as a candidate for reversal.  

 

Energy barrier and current effects  
 Clearly the presence of a current through the hole on which a vortex is centered will 

give an energetic preference for the vortex circulation having the same sense as the 

current’s magnetic eld. Then we are primarily interested in how the vortex circulation 

can be switched from its current state by a current whose eld is in the opposite sense. 

The goal of the calculations here is to explore different possible paths that the spin 

congurations can follow when reversing the circulation.  

 Naturally, during the reversal, the spin system must have at least some of its 

members point against the magnetic eld. There must be an energy barrier ! over which 

the spin conguration’s internal energy must pass, to get to the preferred state. This 

barrier would vanish in the limit of vanishing dipole coupling, because all spins could 

rotate together to their preferred direction, with no change in exchange energy. With 

dipolar interactions present, the barrier must increase. But if the spins reverse their 

alignment (and circulation) in well-dened groupings or processes, the time evolution of 

the system’s internal energy will be subsequently affected. Therefore, the switching 

might possibly proceed along different paths in the conguration space, depending on the 

relative strengths of the dipole couplings compared to the appliedcurrent. Here wemake 

some estimates of the possibilities, using a Monte Carlo (MC) approach that includes 

thermal uctuations.  

 

The model and energy barriers 
 For a thin nanomagnet, rough estimates can be obtained by using a 2D model, taking 

classical spins of length S and magnetic moment gµB S, located on sites of a square lattice 

in the xy-plane. The system is a circle of radius R, with a hole cut out of the center, of 

radius Rh, and the origin of coordinates is at the center of the hole. Any point in the 

system can be specied either by its Cartesian coordinates (x, y) or equivalently, by 

radius and azimuthal angle, (r, !). We assume nearest neighbor isotropic ferromagnetic 

exchange coupling, J, together with long-range dipolar interactions, the interaction with 

the eld of a central current I, and thermal uctuations via Monte Carlo.  

 The exchange hamiltonian between spins  is  

 

                 

(2)

  
 

where (i, j) indicates summing over all nearest neighbor pairs, with i and j denoting 

lattice sites. Any magnetic moment  = gµB  generates a dipole eld at position  

measured away from that spin’s site, according to  

 

               
(3)

  

Atomic theory.  Model for interacting atomic dipoles.

Hamiltonian:      H=Hex+Hdd+HB

exchange:

dipole-dipole:

applied field:

 G. M. Wysin 264

conned within the xy-plane, with only smaller dynamic out-of-plane motions. That only 

leaves the vortex circulation as a candidate for reversal.  

 

Energy barrier and current effects  
 Clearly the presence of a current through the hole on which a vortex is centered will 

give an energetic preference for the vortex circulation having the same sense as the 

current’s magnetic eld. Then we are primarily interested in how the vortex circulation 

can be switched from its current state by a current whose eld is in the opposite sense. 

The goal of the calculations here is to explore different possible paths that the spin 

congurations can follow when reversing the circulation.  

 Naturally, during the reversal, the spin system must have at least some of its 

members point against the magnetic eld. There must be an energy barrier ! over which 

the spin conguration’s internal energy must pass, to get to the preferred state. This 

barrier would vanish in the limit of vanishing dipole coupling, because all spins could 

rotate together to their preferred direction, with no change in exchange energy. With 

dipolar interactions present, the barrier must increase. But if the spins reverse their 

alignment (and circulation) in well-dened groupings or processes, the time evolution of 

the system’s internal energy will be subsequently affected. Therefore, the switching 

might possibly proceed along different paths in the conguration space, depending on the 

relative strengths of the dipole couplings compared to the appliedcurrent. Here wemake 

some estimates of the possibilities, using a Monte Carlo (MC) approach that includes 

thermal uctuations.  

 

The model and energy barriers 
 For a thin nanomagnet, rough estimates can be obtained by using a 2D model, taking 

classical spins of length S and magnetic moment gµB S, located on sites of a square lattice 

in the xy-plane. The system is a circle of radius R, with a hole cut out of the center, of 

radius Rh, and the origin of coordinates is at the center of the hole. Any point in the 

system can be specied either by its Cartesian coordinates (x, y) or equivalently, by 

radius and azimuthal angle, (r, !). We assume nearest neighbor isotropic ferromagnetic 

exchange coupling, J, together with long-range dipolar interactions, the interaction with 

the eld of a central current I, and thermal uctuations via Monte Carlo.  

 The exchange hamiltonian between spins  is  

 

                 

(2)

  
 

where (i, j) indicates summing over all nearest neighbor pairs, with i and j denoting 

lattice sites. Any magnetic moment  = gµB  generates a dipole eld at position  

measured away from that spin’s site, according to  

 

               
(3)

  

It makes sense to consider a dot with two intentionally designed defects. The vortex can

be attracted by either one, but if the system is symmetrical, then one expects a doubly-

degenerate single vortex ground state. We consider simple energetics of these states, and

whether an externally applied magnetic field can move the vortex reversibly from one defect

to the other, without annihilating it.

We are interested in the finite temperature dynamics of the vortex switching; we apply

a Metropolis algorithm Monte Carlo approach. However, for real systems of interest, the

computational effort would be too great to follow the dynamics of the atomic spins, because

there are too many, in even a 100 nm diameter dot of 15 nm thickness. Instead, the system is

partitioned into larger cells containing many atoms, as is done in micromagnetic simulations.

There are small errors in this approximation, so it is a way to get an approximate idea of

the processes, but without precise estimates of threshold field, etc.

The usual micromagnetics approach uses the Landau-Lifshitz equation with damping to

approach to a local minimum energy state. In contrast, we use the Metropolis algorithm

to produce a fictitious dynamics, without real time, however, it naturally includes thermal

fluctuations which occur in a real system, that could have de-stabilizing or enhancing effects

on the vortex switching process.

Once a vortex is pinned on a defect, there is a threshold applied field needed to free the

vortex from the pinning center.34 Presumably, a field near that strength should be able to

move the vortex to an oppositely placed defect in a circular cylinder magnetic dot. Toward

that end, we also use a local field relaxation of the magnetic dipoles to show how the presence

of holes in a magnetic dot produces an effective potential for vortex motion within the dot.

As a test application, the calculations are carried out for the parameters of Permalloy-79

(Fe21Ni79), which has saturation magnetization MS = 860 kA/m, continuum exchange stiff-

ness A = 13 pJ/m, Curie temperature near 630 K, and face-centered-cubic lattice structure

with conventional unit cell parameter a0 = 0.355 nm.

II. EFFECTIVE ATOMIC HAMILTONIAN

In the underlying atomic system, the spins have atomic magnetic dipole moments of

magnitude µatom = gµBS, where g is the Landee g-factor, µB is the Bohr magneton, and S

is the spin length. Assuming fcc lattice structure, there are four atoms per conventional unit

3

The dipolar interactions involve the response of one spin to the effective dipolar fields

produced by all other spins. Therefore, the dipolar interaction hamiltonian is

Hdd = −
(µ0

4π

)

∑

i>j

[3(µ⃗i · r̂ij)(µ⃗j · r̂ij) − µ⃗i · µ⃗j]

r3
ij

, (6)

where r̂ij is the unit vector pointing from site i towards site j and the µ⃗i are the atomic

dipole moments. The sum with i > j avoids double counting the interactions. In the work

here, any demagnetization effects are taken into account via the dipole-dipole interactions.

Using the atomic dipoles and distances measured in terms of the lattice parameter of the

conventional unit cell, defines the strength of dipolar couplings,

D =
(µ0

4π

) µ2
atom

a3
0

. (7)

In Permalloy, this gives D = 2.07× 10−25 joules, which can be compared with the exchange

JS2 to give an idea of the relative importance of the two energies. We can define the relative

dipolar coupling strength δ by their ratio,

δ =
D

JS2
. (8)

For Py, this fundamental atomic value is δ = 8.96×10−5, which shows that only the combined

interactions (or torques) of many dipoles can overcome the local exchange interactions.

Finally an externally generated applied magnetic field, B⃗, is assumed to act on the spins,

with hamiltonian,

HB = −
∑

i

B⃗ · µ⃗i. (9)

The system also is assumed to be affected by thermal fluctuations corresponding to the

ambient absolute temperature in kelvin, T .

III. MICROMAGNETICS VIEWPOINT

Of course, for typical micron sized dots, the number of individual atoms is too great

for computer simulations of such a large number of degrees of freedom. Instead, in the

micromagnetic viewpoint, the system is broken up into larger cells, each of which contains

many atoms, but which are small enough that the net magnetic moment might have nearly

a constant magnitude, but varying direction. The simulations need only keep track of the

5

cell of size a3
0, giving a volume per atom of v1 = a3

0/4, and the saturation magnetization is

MS =
gµBS

v1
. (1)

(With the parameters for Py, this implies atomic dipole moments µatom = 9.62 × 10−24 A ·

m2.) The spins interact with their nearest neighbors via ferromagnetic exchange of strength

J , and with all other spins through long-range dipolar forces. The local anisotropy forces

are much weaker, and not included here. The exchange hamiltonian between spins S⃗i on the

underlying fcc lattice is

Hex = −J
∑

(i,j)

S⃗i · S⃗j (2)

where (i, j) indicates summing over all nearest neighbor pairs with each pair counted once,

where i and j denote lattice sites, and J is the atomic exchange constant. J is proportional

to the commonly used continuum exchange stiffness A, which is used to define the exchange

energy based on the scaled continuum magnetization, m⃗ = M⃗/MS, through

Hex = A

∫

dV ∇m⃗ ·∇m⃗. (3)

These two ways of writing the system exchange exchange energy can be matched, to get

the relation bewteen J and A, by making a continuum limit of the discrete hamiltonian

(2). Expanding the spins around an arbitrarily chosen central spin on the fcc lattice, and

converting the summation to an integration leads to

Hex = 2J

∫

dV

a3
0

∇S⃗ ·∇S⃗ a2
0 (4)

To arrive at this, a constant energy proportional to the number of spins was dropped. The

scaled magnetization m⃗ is the same as a continuum version of the normalized spin field S⃗/S,

hence it is easy to show the desired relation,

JS2 =
1

2
Aa0. (5)

It may be useful to note that the factor of 1
2 present here for fcc lattice changes to 2 for

simple cubic lattice, and becomes 1 for body centered cubic lattice. In all these cases, a0

is the size of the conventional cubic cell used to define that lattice. For instance, using

A = 1.3 × 10−11 J/m and a lattice constant of 0.355 nm for fcc Permalloy, the relation

gives exchange constant JS2 = 2.31 × 10−21 joules, or JS2/kB = 167 kelvin, where kB is

Boltzmann’s constant.
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a constant magnitude, but varying direction. The simulations need only keep track of the
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Problem:  Too many atoms to calculate in a typical nanodot. 



Micromagnetics.   
A technique for 

studying a  
continuous system.

a
a

substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), m̂i = ✏µi/µ, the discrete version of m̂ = ✏M/MS. Thus we have

the dipolar terms convenient for micromagnetics calculations,

Hdd = �µ0

4⇥

µ2
cell

a3

�

i>j

[3(m̂i · r̂ij)(m̂j · r̂ij)� m̂i · m̂j]

(rij/a)3
. (13)

However, for micromagnetics, we do not evaluate the dipolar energy this way, because it gets

very slow for even moderate system size. Instead, we resort to finding the “stray field” or

demagnetization field, which then interacts with the dipoles. We do this by a FFT solution

of the e⇥ective magnetics equation, which gives the solution for magnetic potential �M when

a given magnetization distribution is provided. Based on

✏⌅ · ✏B = µ0(✏⌅ · ✏H + ✏⌅ · ✏M) = 0. (14)

We assume the magnetic field is derived from a potential, in the absence of free currents.

✏HM = �✏⌅�M , then �⌅2�M = �✏⌅ · ✏M. (15)

The RHS is an e⇥ective magnetic charge density, so we can write

�⌅2�M = ⇤M , where ⇤M = �✏⌅ · ✏M. (16)

Once the magnetic field is known, the demagnetization energy is known to be given by the

expression,

Hdd = Hdemag = �1

2
µ0

⇥
dV ✏M · ✏HM . (17)

The factor of 1/2 takes care of double counting of the field interactions. If there is also an

externally applied magnetic field, then it makes an additional energy contribution,

HB = �
�

i

✏Bext · ✏µi = �µ0MS

⇥
dV ✏Hext · m̂ (18)

B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the

4

Each cell contains  
a magnetic dipole:

x

y

▶ Model for a cylindrical nanodot, radius R, height L. 

▶ Divide the sample into cells of size a x a x L. 

▶ Assume that the magnetization is saturated (MS) inside 
each cell: |m|=1. Only the directions vary between cells. 

▶ The cells interact as dipoles, with exchange energy 
between neighbors & with the demagnetization field.



Hamiltonian:      H=Hex+Hdemag+HB

exchange:

demagnetization:

applied field:

mjmi

I. SYSTEM AND HAMILTONIAN

The exchange hamiltonian between spins �Si is

Hex = �J
⇤

(i,j)

�Si · �Sj (1)

where (i, j) indicates summing over all nearest neighbor pairs, with i and j denoting lattice

sites. The energy associated with exchange interactions can be written in a continuum limit.

For simplicity, suppose the atomic spins occupy sites of a simple cubic lattice, with lattice

constant a0. Then expanding around a given spin (see Appendix), to get its 6 neighbors,

each a distance a0 away, leads to

Hex = �J
⇤

(i,j)

�Si · �Sj =
1

2
J

⌅
dx

a0

dy

a0

dz

a0
⌅�S ·⌅�S a2

0 (2)

Now this can be re-written in terms of the local magnetization scaled by the saturation

magnetization, i.e., use local magnetization �M = �µ/a3
0 = gµB

�S/a3
0, divided by MS within

the integrand,

Hex =
1

2
J

⌅
dx dy dz

⌅ �M ·⌅ �M

M2
Sg2µ2

B

a3
0a

2
0M

2
S (3)

which simplifies to

Hex =
1

2

JM2
Sa5

0

g2µ2
B

⌅
dx dy dz ⌅

� �M

MS

⇥
·
�
⌅

�M

MS

⇥
. (4)

This then is where the continuum exchange sti�ness is defined in terms of the atomic ex-

change constant:

A =
1

2

JM2
Sa5

0

g2µ2
B

. (5)

Exchange energy can be expressed for micromagnetics application in terms of unit mag-

netization vectors m̂,

Hex = A

⌅
dV ⌅m̂ ·⌅m̂, (6)

where the magnetization scaled by its saturation value is

m̂ = �M/MS. (7)

If the definition for MS is inserted, using the cubic unit cell volume as the volume per atom,

v1 = a3
0, then we get a direct relation between J and A:

A =
1

2

JS2(gµBS/a3
0)

2a5
0

g2µ2
BS2

=
JS2

2a0
. (8)
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substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), m̂i = ✏µi/µ, the discrete version of m̂ = ✏M/MS. Thus we have

the dipolar terms convenient for micromagnetics calculations,

Hdd = �µ0

4⇥

µ2
cell

a3

�

i>j

[3(m̂i · r̂ij)(m̂j · r̂ij)� m̂i · m̂j]

(rij/a)3
. (13)

However, for micromagnetics, we do not evaluate the dipolar energy this way, because it gets

very slow for even moderate system size. Instead, we resort to finding the “stray field” or

demagnetization field, which then interacts with the dipoles. We do this by a FFT solution

of the e⇥ective magnetics equation, which gives the solution for magnetic potential �M when

a given magnetization distribution is provided. Based on

✏⌅ · ✏B = µ0(✏⌅ · ✏H + ✏⌅ · ✏M) = 0. (14)

We assume the magnetic field is derived from a potential, in the absence of free currents.

✏HM = �✏⌅�M , then �⌅2�M = �✏⌅ · ✏M. (15)

The RHS is an e⇥ective magnetic charge density, so we can write

�⌅2�M = ⇤M , where ⇤M = �✏⌅ · ✏M. (16)

Once the magnetic field is known, the demagnetization energy is known to be given by the

expression,

Hdd = Hdemag = �1

2
µ0

⇥
dV ✏HM · ✏M. (17)

The factor of 1/2 takes care of double counting of the field interactions. If there is also an

externally applied magnetic field, then it makes an additional energy contribution,

HB = �µ0

⇥
dV ✏Hext · ✏M (18)

HB = �
�

i

✏Bext · ✏µi = �µ0MS

⇥
dV ✏Hext · m̂ (19)

B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the
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µcell = (4la3/a3
0)µatom. These interact as well according to a Hamiltonian like Eq. (??), but

substituting the atomic dipoles with these cell dipoles. Also, lengths (or positions) will be

measured in units of the cell size, a, and it is convenient to use the unit vector magnetic

moments (fictitious “spins”), m̂i = ✏µi/µ, the discrete version of m̂ = ✏M/MS. Thus we have
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However, for micromagnetics, we do not evaluate the dipolar energy this way, because it gets

very slow for even moderate system size. Instead, we resort to finding the “stray field” or

demagnetization field, which then interacts with the dipoles. We do this by a FFT solution

of the e⇥ective magnetics equation, which gives the solution for magnetic potential �M when

a given magnetization distribution is provided. Based on

✏⌅ · ✏B = µ0(✏⌅ · ✏H + ✏⌅ · ✏M) = 0 (15)

We assume the magnetic field is derived from a potential, in the absence of free currents.

✏HM = �✏⌅�M , then �⌅2�M = �✏⌅ · ✏M (16)

The RHS is an e⇥ective magnetic charge density, so we can write

�⌅2�M = ⇤M , where ⇤M = �✏⌅ · ✏M (17)

Once the magnetic field is known, the demagnetization energy is known to be given by the

expression,

Hdd = Hdemag = �1

2
µ0

⇥
dV ✏HM · ✏M (18)

The factor of 1/2 takes care of double counting of the field interactions. If there is also an

externally applied magnetic field, then it makes an additional energy contribution,

HB = �µ0

⇥
dV ✏Hext · ✏M (19)

HB = �
�

i

✏Bext · ✏µi = �µ0MS

⇥
dV ✏Hext · m̂ (20)

4

Statics: minimize the energy ⇒ stable configurations.

Difficulties:  (i) Calculating the desmagnetization field HM;    
(ii) Enforcing a desired position, X, of the vortex⇒E(X).

Dynamics: equation of motion ⇒ periodic configurations.



“magnetic exchange length”

But it will be necessary to measure all energies in the same, units, say, in units of the

cell-to-cell exchange constant, Jcell = 2AL. So we write

UM

Jcell
= �1

2

µ0M2
SLa2

2AL
(H̃M · m̂i)

UM

Jcell
= �1

2

µ0M2
Sa2

2A
(H̃M · m̂i)

UM

Jcell
= �1

2

�
a

�ex

⇥2

(H̃M · m̂i) (30)

where the exchange length is defined from

�ex =

�
2A

µ0M2
S

(31)

Similarly, if there is an externally applied magnetic field, the interaction energy is scaled in

the same way,
UB

Jcell
= �

�
a

�ex

⇥2

(H̃ext · m̂i) (32)

where the external magnetic induction and field are related by

✏Bext = µ0
✏Hext = µ0MSH̃ext (33)

C. Dimensionless Hamiltonian and E�ective Field

Summarizing the interactions in dimensionless form, involving the unit vector “spins”

m̂i = ✏µi/µcell, we have

Exchange : Uex = �Jcell ⇤ m̂i · m̂j (34)

Demagnet : UM = �Jcell ⇤�
1

2

�
a

�ex

⇥2

(H̃M · m̂i)

External : UB = �Jcell ⇤
�

a

�ex

⇥2

(H̃ext · m̂i)

The total Hamiltonian for the micromagnetics cells is

Hmm = �Jcell

⇧
 

⌥
↵

(i,j)

m̂i · m̂j +

�
a

�ex

⇥2↵

i

�
H̃ext +

1

2
H̃M

⇥
· m̂i

⌃
⌦

� (35)

This is associated with the e�ective field on a site,

✏Fi = �⌅Hmm

⌅m̂i
= Jcell

⇤
↵

nbrs

m̂j +

�
a

�ex

⇥2�
H̃ext +

1

2
H̃M

⇥⌅
(36)

6

Of course, the derivation is for a simple cubic lattice, relating the near neighbor exchange

J with the exchange sti�ness and lattice constant.

A. Micromagnetics Viewpoint

In the alternative micromagnetic viewpoint, the system is broken up into larger cells, each

of which contains many atoms, but which are small enough that the net magnetic moment

might have nearly a constant magnitude, but varying direction. The nano-disk has a radius

R and thickness L. It is partitioned into cells of size a⇤ a⇤ L = La2. Or we take L = la.

The cell parameter a is likely many times the unit cell size a0. The volume of a working cell

being vcell = la3, contains many atoms. Then the saturated magnetic moment µcell in a cell

would be

µcell = Msvcell =
gµBS

a3
0/4

⇤ la3 = 4l

�
a

a0

⇥3

µatom. (9)

However, we really now will not use these, but rather, will use the unit vectors m̂(◆r). A cell

centered at the origin is surrounded by four other cells, at displacements of ±ax̂ and ±aŷ

(measured to their centers). Then the exchange energy of our cell at the origin interacting

with only the two neighbors to the right and above, as a lowest order finite di�erence

approximation to (6), is

Hex,cell = Avcell⇤
⇤�

m̂(ax̂)� m̂(0)

a

⇥2

+

�
m̂(aŷ)� m̂(0)

a

⇥2
⌅

. (10)

Finally, it can be expressed as the exchange energy per bond,

Hex,bond =
2Avcell

a2
[1� m̂(0) · m̂(ax̂)] . (11)

It demonstrates that the e�ective exchange coupling between the cells (i.e., cell-to-cell) is

Jcell =
2Avcell

a2
= 2AL. (12)

Jcell =
2Avcell

a2
=

2A(la3)

a2
= 2Aal = 2AL. (13)

1. Dipolar interactions

The exchange strength between cells needs to be contrasted to the strength of their e�ec-

tive dipolar interactions. We already saw that each cell has a dipole moment of magnitude

3

Scale energies by the 
exchange between cells:

The most interesting result in dimensionless units is the demagnetization energy. A chosen

magnetic dipole has that interaction expressed as

UM = �1

2
�BM · µi

UM = �1

2
µ0MS(�⌅̃�̃) · MSvcellm̂i

UM = �1

2
µ0M

2
SLa2(�⌅̃�̃) · m̂i

UM = �1

2
µ0M

2
SLa2(H̃M · m̂i) (30)

But it will be necessary to measure all energies in the same, units, say, in units of the

cell-to-cell exchange constant, Jcell = 2AL. So we write

UM

Jcell
= �1

2

µ0M2
SLa2

2AL
(H̃M · m̂i)

UM

Jcell
= �1

2

µ0M2
Sa2

2A
(H̃M · m̂i)

UM

Jcell
= �1

2

�
a

�ex

⇥2

(H̃M · m̂i) (31)

where the exchange length is defined from

�ex =

⇤
2A

µ0M2
S

(32)

Similarly, if there is an externally applied magnetic field, the interaction energy is scaled in

the same way,
UB

Jcell
= �

�
a

�ex

⇥2

(H̃ext · m̂i) (33)

where the external magnetic induction and field are related by

�Bext = µ0
�Hext = µ0MSH̃ext (34)

C. Dimensionless Hamiltonian and E�ective Field

Summarizing the interactions in dimensionless form, involving the unit vector “spins”

m̂i = �µi/µcell, we have

Exchange : Uex = �Jcell ⇤ m̂i · m̂j (35)

Demagnet : UM = �Jcell ⇤�
1

2

�
a

�ex

⇥2

(H̃M · m̂i)

External : UB = �Jcell ⇤
�

a

�ex

⇥2

(H̃ext · m̂i)

6

Hamiltonian on the grid of cells:
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Need less than 1 for reliable solutions.

B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the

dimensionless form, m̂. The gradient operator is scaled by the cell size, to give a unit-less

gradient,

⌅̃ ⇤ a⌦⌅ (21)

This then leads to the dimensionless magnetic charge density ⇥̃,

⇥M = �⌦⌅ · ⌦M = �1

a
⌅̃ · (MSm̂) =

MS

a
⇥̃, (22)

which means the definition is

⇥̃ ⇤ �⌅̃ · m̂. (23)

Similarly there is the dimensionless magnetic potential, derived from ⇥̃,

�⌅2�M = � 1

a2
⌅̃2�M = �1

a
⌅̃ · (MSm̂) =

MS

a
⇥̃, (24)

�M = aMS�̃ (25)

Then the equation being solved computationally is

�⌅̃2�̃ = ⇥̃. (26)

The demagnetization field is

⌦HM = �⌦⌅�M = �1

a
⌅̃(aMS�̃) = �MS⌅̃�̃. (27)

Then it makes sense to define the dimensionless demag field,

H̃M = �⌅̃�̃ , ⌦HM = MSH̃M (28)

The associated magnetic induction is

⌦BM = µ0
⌦HM = �µ0MS⌅̃�̃ = µ0MSH̃M . (29)

5

(cells smaller than exchange length)

demag. field:



 The magnetostatics problem has no free currents:

Finding the demagnetization field via Green/FFT approach.
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use Green’s function solution:

II. ABOUT SOLVING FOR THE DEMAGNETIZATION FIELD H̃M

The solution of the Poisson equation (26) is e⇥ected by a Green’s function,

�̃(◆r) =

⇧
d3r� G(◆r,◆r �) ⇤̃(◆r �) (42)

The charge density may include parts on the surface that appear more as a surface charge

density,

⌅̃ = ◆m · n̂ (43)

where n̂ is the outward normal from the system. The system is assumed to be a thin cylinder.

The magnetization is assumed to depend only on x and y, but not on the vertical coordinate,

z.

In this section we drop the M subscript on H̃M . It is understood we are only discussing

the demagnetization field.

The basic Green’s function for Poisson equation is

G(◆r,◆r �) =
1

4⇥|◆r � ◆r �| (44)

We apply this to the obvious cases.

A. Finding the longitudinal field component

The contributions to H̃z come from the charges on upper and lower circular faces. Let

the coordinate z inside range �� ⌅ z ⌅ +�. From some area element dA� = dx� dy�, where

dq = ⌅�dA� = ◆m · n̂ dx� dy�, we get

d�̃ =
1

4⇥

⇤
mz⌃

r2 + (z � �)2
+

�mz⌃
r2 + (z + �)2

⌅
dx� dy� (45)

where r2 ⇤ (x� x�)2 + (y � y�)2. The gradient w.r.t. z gives the field increment required,

dH̃z = � ⌃

⌃z
(d�̃) = � 1

4⇥

�
�mz(z � �)

(r2 + (z � �)2)3/2
+

mz(z + �)

(r2 + (z + �)2)3/2

⇥
(46)

At the center of the sample, z = 0, we would get the net demag field there from integrating

over all elements,

H̃z(0) =

⇧
dx� dy�dH̃z(0) =

⇧
dx� dy�

⇤
�1

4⇥

2�

[r2 + �2]3/2

⌅
mz(x

�, y�) (47)
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specialize to a thin cylinder (2D) geometry:
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1

4⇥|◆r � ◆r �| (44)

We apply this to the obvious cases.

A. Finding the longitudinal field component

The contributions to H̃z come from the charges on upper and lower circular faces. Let

the coordinate z inside range �� ⌅ z ⌅ +�. From some area element dA� = dx� dy�, where

dq = ⌅�dA� = ◆m · n̂ dx� dy�, we get

d�̃ =
1

4⇥

⇤
mz⌃

r2 + (z � �)2
+

�mz⌃
r2 + (z + �)2

⌅
dx� dy� (45)

where r2 ⇤ (x� x�)2 + (y � y�)2. The gradient w.r.t. z gives the field increment required,

dH̃z = � ⌃

⌃z
(d�̃) = � 1

4⇥

�
�mz(z � �)

(r2 + (z � �)2)3/2
+

mz(z + �)

(r2 + (z + �)2)3/2

⇥
(46)

At the center of the sample, z = 0, we would get the net demag field there from integrating

over all elements,

H̃z(0) =

⇧
dx� dy�dH̃z(0) =

⇧
dx� dy�

⇤
�1

4⇥

2�

[r2 + �2]3/2

⌅
mz(x

�, y�) (47)
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The factor within braces is an e⇥ective Green’s function, used to get the demag field in the

middle of the cylinder. We might call it G0, it is understood that it gives you H̃z(0).

H̃z(0) =

 
dx⇥ dy⇥ G0(r) mz(x

⇥, y⇥) (48)

G0(r) =
�1

4⇥

2�

[r2 + �2]3/2
, r2 = (x� x⇥)2 + (y � y⇥)2 (49)

To get a better approximation for total magnetic energy, we instead need the average demag

field over the whole range of z. So we find instead ¯̃H where the bar indicates the average

over z,

d ¯̃Hz =
1

2�

 �

��

dz

�
�⌅

⌅z
d�̃

⇥
=
�1

2�
d�̃|+�

�� (50)

Then including also the integration over x⇥ and y⇥ gives us

¯̃Hz =

 
dx⇥ dy⇥d ¯̃Hz =

 
dx⇥ dy⇥

⌥
1

4⇥�

⇧
1⌦

r2 + (2�)2
� 1

r

⌃�
mz(x

⇥, y⇥) (51)

Again, the part in braces is a Green’s function, we will call it just Gz. It gives the average

field within a cell.
¯̃Hz(x, y) =

 
dx⇥ dy⇥ Gz(r) mz(x

⇥, y⇥) (52)

Gz(r) =
1

4⇥�

⇧
1⌦

r2 + (2�)2
� 1

r

⌃
, r2 = (x� x⇥)2 + (y � y⇥)2 (53)

Probably it is better to write this using the two-dimensional (in-plane) vectors r̃ = (x, y)

and r̃ ⇥ = (x⇥, y ⇥), as (and dropping the bar, for simplicity, which gives the field in a cell)

H̃z(r̃) =

 
d2r̃ ⇥ Gz(r̃ � r̃ ⇥) mz(r̃

⇥) , r̃ ⇥ (x, y) (54)

Gz(r̃) =
1

2⇥L

⇤
1⌅

r̃2 + L2
� 1

|r̃|

⌅
, r̃2 ⇥ x2 + y2 (55)

B. Finding the in-plane demag field components.

The volume charge density will produce the in-plane field components. From the basic

Green’s function for Poisson equation

G(�r,�r ⇥) =
1

4⇥|�r � �r ⇥| (56)

look at the contribution to potential caused by the volume charge density, etc etc.
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Eventually we get the Green’s function for the in-plane field,

✏Gxy(r̃) =
1

2⇥L

⌥

 
�

1 +

�
L

r̃

⇥2

� 1

�

⌦ êr̃ (57)

This determines the (x, y) demag field components

H̃xy(r̃) =

↵
d2r̃ ⇥ ✏Gxy(r̃ � r̃ ⇥) ⇤̃(r̃ ⇥) (58)

That is, to be specific, we do

H̃xy(r̃) =

↵
d2r̃ ⇥ 1

2⇥L

⌥

 
�

1 +

�
L

r̃ � r̃ ⇥

⇥2

� 1

�

⌦ êr̃�r̃ 0 ⇤̃(r̃ ⇥) (59)

where the unit vector needed is as expected,

êr̃�r̃ 0 =
r̃ � r̃ ⇥

|r̃ � r̃ ⇥| (60)

C. Treatment of Green’s functions near r = 0

The Green’s function for H̃z is singular at the origin. Therefore we make an approximation

to it when we apply it on a grid with finite sized cells. Instead of using its value exactly at

r = 0, which is undefined, we do an averaging over a circular area with the same area. That

is, we average over a radius r0 defined so that

A = ⇥r2
0 = a2 , r0 =

a⇧
⇥

(61)

Also it is convenient to write in terms of the disk thickness, L = 2�, for instance,

Gz(r) =
1

2⇥L

⇤
1⇧

r2 + L2
� 1

r

⌅
(62)

The averaged value out to r0 is

⇥Gz⇤r0

0 =
1

a2

↵ r0

0

2⇥r dr Gz(r)

⇥Gz⇤r0

0 =
1

2⇥L

⇤⇧
1⇧

r2 + L2

⌃
�
⇧

1

r

⌃⌅r0

0

⇥Gz⇤r0

0 =
1

2⇥L

⇤
2⇥

a2
(
�

r2
0 + L2 � L)� 2⇥r0

a2

⌅

⇥Gz⇤r0

0 =
1

La2

⇤�
r2
0 + L2 � L� r0

⌅
(63)
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The factor within braces is an e⇥ective Green’s function, used to get the demag field in the

middle of the cylinder. We might call it G0, it is understood that it gives you H̃z(0).

H̃z(0) =

 
dx⇥ dy⇥ G0(r) mz(x

⇥, y⇥) (48)

G0(r) =
�1

4⇥

2�

[r2 + �2]3/2
, r2 = (x� x⇥)2 + (y � y⇥)2 (49)

To get a better approximation for total magnetic energy, we instead need the average demag

field over the whole range of z. So we find instead ¯̃H where the bar indicates the average

over z,

d ¯̃Hz =
1
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 �

��

dz

�
�⌅

⌅z
d�̃

⇥
=
�1

2�
d�̃|+�

�� (50)

Then including also the integration over x⇥ and y⇥ gives us
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1

4⇥�

⇧
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r2 + (2�)2
� 1

r

⌃�
mz(x

⇥, y⇥) (51)

Again, the part in braces is a Green’s function, we will call it just Gz. It gives the average

field within a cell.
¯̃Hz(x, y) =
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⇥, y⇥) (52)
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1
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1⌦

r2 + (2�)2
� 1

r

⌃
, r2 = (x� x⇥)2 + (y � y⇥)2 (53)

Probably it is better to write this using the two-dimensional (in-plane) vectors r̃ = (x, y)

and r̃ ⇥ = (x⇥, y ⇥), as (and dropping the bar, for simplicity, which gives the field in a cell)

H̃z(r̃) =

 
d2r̃ ⇥ Gz(r̃ � r̃ ⇥) mz(r̃

⇥) , r̃ ⇥ (x, y) (54)

Gz(r̃) =
1

2⇥L

⇤
1⌅

r̃2 + L2
� 1

|r̃|

⌅
, r̃2 ⇥ x2 + y2 (55)

B. Finding the in-plane demag field components.

The volume charge density will produce the in-plane field components. From the basic

Green’s function for Poisson equation

G(�r,�r ⇥) =
1

4⇥|�r � �r ⇥| (56)

look at the contribution to potential caused by the volume charge density, etc etc.
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B. Units for Computations

To continue, it is convenient to use some dimensionless units, from which the definition

of the magnetic exchange length emerges. Magnetization is already scaled by MS to give the

dimensionless form, m̂. The gradient operator is scaled by the cell size, to give a unit-less

gradient,

⌅̃ ⇤ a ⌅ (21)

This then leads to the dimensionless magnetic charge density ⇥̃,

⇥M = � ⌅ ·  M = �1

a
⌅̃ · (MSm̂) =

MS

a
⇥̃ (22)

which means the definition is

⇥̃ ⇤ �⌅̃ · m̂ (23)

Similarly there is the dimensionless magnetic potential, derived from ⇥̃,

�⌅2�M = � 1

a2
⌅̃2�M = �1

a
⌅̃ · (MSm̂) =

MS

a
⇥̃ (24)

�M = aMS�̃ (25)

Then the equation being solved computationally is

�⌅̃2�̃ = ⇥̃ (26)

The demagnetization field is

 HM = � ⌅�M = �1

a
⌅̃(aMS�̃) = �MS⌅̃�̃ (27)

Then it makes sense to define the dimensionless demag field,

H̃M = �⌅̃�̃ ,  HM = MSH̃M (28)

The associated magnetic induction is

 BM = µ0
 HM = �µ0MS⌅̃�̃ = µ0MSH̃M (29)
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The magnetic charge densities depend on the  
present magnetic configuration, such as:

Convolutions are evaluated using fast fourier transforms. 

Use zero padding to avoid the wrap-around problem:  
FFT grid is 2X larger than original system to avoid false copies. 

The solution for demagnetization field is that for a disk 
isolated from others.

 Some details.

The total Hamiltonian for the micromagnetics cells is

Hmm = �Jcell

⇧
 

⌥
↵

(i,j)

m̂i · m̂j +

�
a

⇥ex

⇥2↵

i

�
H̃ext +

1

2
H̃M

⇥
· m̂i

⌃
⌦

� (36)

This is associated with the e�ective field on a site,

◆Fi = �⇧Hmm

⇧m̂i
= Jcell

⇤
↵

nbrs

m̂j +

�
a

⇥ex

⇥2�
H̃ext +

1

2
H̃M

⇥⌅
(37)

D. Finite di�erence approximations for magnetic charges

We need to use short formulas to approximate the magnetic charge densities, both in the

volume and at surfaces. A surface site is any site with less than 4 neighbors (for square

grid). As long as a site has four neighbors, it must be a volume site, then it only has volume

charge density, defined from its charge,

qvol
M = �

�
d3x ◆⌥ · m̂ = �

�
m̂ · d ◆A (38)

Can ignore top and bottom cell surfaces (at z = ±�), which cancel. This leaves only the

edge terms,

qvol
M = � {m̂01 · x̂� m̂03 · x̂ + m̂02 · ŷ � m̂04 · ŷ} (aL)

qvol
M = �1

2
{(mx

0 + mx
1)� (mx

0 + mx
3) + (my

0 + my
2)� (my

0 + my
4)} (aL)

qvol
M = �1

2
aL [mx

1 �mx
3 + my

2 �my
4] (39)

The notation is that “0” is a central site, and 1,2,3,4 are located at right, top, left, bottom

nbrs sites. Then the contribution to charge density at the central site is this divided by the

cell volume

⇤̃vol
0 =

qvol
M

La2
= � 1

2a
[mx

1 �mx
3 + my

2 �my
4] (40)

For the surface sites, we also need to include an extra amount of charge, the surface charge.

qsur
M =

1

2
m̂ · ◆A =

aL

2
m̂ · n̂ , ⇤̃sur

0 =
qsur
M

La2
=

↵

cell edges

1

2a
m̂0 · n̂edge (41)

Associated in each cell we use the total charge found there, equally whether surface or volume

charge. Note that these charges only determine the in-plane demagnetization components,

H̃x, H̃y, as described in the next section. The mz component determines the out-of-plane

demagnetization field, H̃z.
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How to minimize the energy 
for a vortex in a desired location?

Use Lagrange 
undetermined 

multipliers technique.

Then the iteration algorithm to minimize the energy, while satisfying the length constraint,

would be

mx
i = m

F x
i

|↵Fi|
, my

i = m
F y

i

|↵Fi|
, mz

i = m
F z

i

|↵Fi|
(81)

That has been the usual algorithm, just place each spin along the direction of the e⇥ective

field. Now to add the vortex position constraint, change to a new functional,

�[↵mi] = E[↵mi] +
⌅

i

�i(↵m
2
i �m2)� ↵⇥ ·

core⌅

n

↵mn (82)

The new Lagrange multiplier ↵⇥ is a vector with only x and y components. Now the mini-

mization equations are (in the core)

⇧�

⇧mx
n

=
⇧E

⇧mx
n

+ 2�nm
x
n � ⇥x = 0

⇧�

⇧my
n

=
⇧E

⇧my
n

+ 2�nm
y
n � ⇥y = 0

⇧�

⇧mz
n

=
⇧E

⇧mz
n

+ 2�nm
z
n = 0 (83)

Now we get the results (inside the core),

�F x
n + 2�nm

x
n � ⇥x = 0 �⇤ mx

n =
1

2�n
(F x

n + ⇥x)

�F y
n + 2�nm

y
n � ⇥y = 0 �⇤ my

n =
1

2�n
(F y

n + ⇥y)

�F x
n + 2�nm

z
n = 0 �⇤ mz

n =
1

2�n
F z

i (84)

So the constraint is just an extra magnetic field, applied only in the core. But to finish this,

need to determine these fields. That comes from using the spin length constraint,

↵m2
n =

1

4�2
n

�
(F x

n + ⇥x)
2 + (F y

n + ⇥y)
2 + (F z

n)2
⇥

= m2

1

�n
=

2m⇧
(F x

n + ⇥x)2 + (F y
n + ⇥y)2 + (F z

n)2
(85)

Need to also use the ↵⇥ constraint, or you don’t go anywhere. Do the sums in the core,

⌅

core

mx
n =

⌅

core

1

2�n
(F x

n + ⇥x) = 0 �⇤ ⇥x = �
⇤

core F x
n /�n⇤

core 1/�n

⌅

core

my
n =

⌅

core

1

2�n
(F y

n + ⇥y) = 0 �⇤ ⇥y = �
⇤

core F y
n/�n⇤

core 1/�n
(86)
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Energy functional:

hamiltonian
length constraints vortex position constraintUnrelax E=13.93 ex=13.31 ddx= 0.36 ddz= 0.26 eb= 0.00 x0= -4.0

Sys 1/1, 16 Spins v=1, pin=0, dbl=0 State 49/123
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constraints.
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need to determine these fields. That comes from using the spin length constraint,

↵m2
n =

1

4�2
n

�
(F x

n + ⇥x)
2 + (F y

n + ⇥y)
2 + (F z

n)2
⇥

= m2

1

�n
=

2m⇧
(F x

n + ⇥x)2 + (F y
n + ⇥y)2 + (F z

n)2
(85)

Need to also use the ↵⇥ constraint, or you don’t go anywhere. Do the sums in the core,

⌅

core

mx
n =

⌅

core

1

2�n
(F x

n + ⇥x) = 0 �⇤ ⇥x = �
⇤

core F x
n /�n⇤

core 1/�n

⌅

core

my
n =

⌅

core

1

2�n
(F y

n + ⇥y) = 0 �⇤ ⇥y = �
⇤

core F y
n/�n⇤

core 1/�n
(86)
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Now we can see the algorithm for spin update is fairly simple. After calculating �⇥, do

�mn = m
(F x

n + ⇥x)x̂ + (F y
n + ⇥y)ŷ + F z

n ẑ⇧
(F x

n + ⇥x)2 + (F y
n + ⇥y)2 + (F z

n)2
(87)

By its design, the result is obviously of length m. Further, it is clear that it must satisfy the

position constraint. This is the basic algorithm.

It can be improved slightly, taking into account the possibility to constrain a vortex

o⇥ center in a cell, and also, to allow for out-of-plane tilting in the core. So instead of

constraining the core sums to zero, we suppose they are constrained to a value that is set by

the initial configuration (although that may not be the best). The functional is modified to

�[�mi] = E[�mi] +
⌅

i

�i(�m
2
i �m2)� �⇥ ·

�
⌅

core

�mn � �T

⇥
(88)

During the iteration, compute the nonzero sums

⌅

core

mx
n =

⌅

core

1

2�n
(F x

n + ⇥x) = Tx �⇤ ⇥x =
Tx �

⇤
core F x

n /�n⇤
core 1/�n

⌅

core

my
n =

⌅

core

1

2�n
(F y

n + ⇥y) = Ty �⇤ ⇥y =
Ty �

⇤
core F y

n/�n⇤
core 1/�n

(89)

The thing is, the spins will tilt out of plane in the vortex core. So we consider that the

constraining constant Tx and Ty are moving constraints. As the iteration proceeds, they are

continuously re-evaluated, according to

Tx =
⌅

core

mx
n(0)

⇧
1� (mz

n/m)2 , Ty =
⌅

core

my
n(0)

⇧
1� (mz

n/m)2 (90)

where �mn(0) are the original spins in the starting configuration, which give some values to

define the core location. In actual application, I used the 12 core spins, the ones closest to

the desired vortex center.

� Electronic address: wysin@phys.ksu.edu; URL: http://www.phys.ksu.edu/personal/wysin
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(length constraints)

(vortex position  
constraint)

Iterate, placing each dipole along its effective field:

Iterations . . .

A.

B.

C.

(not using Landau-Lifshitz dynamic equations)



Example. 
Typical vortex 
configuration. 

a=2.0 nm,  
λex=5.3 nm,  

L=12 nm, 
R=40 nm, 

x0=-7a

mz>0
mz<0

q=+1,  
p=-1,  
Q=-1
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FIG. 2: (Color online) Result of the relaxation process for
a vortex in a nanodisk of radius R = 40a, height L = 6a,
using cell size a = 2.0 nm, λex = 5.3 nm, without applied
field. The total disk energy in units of Jcell = 2AL is shown
both before and after the converged relaxation, as a function
of the constrained center position of the vortex. The “before”
configuration consisted of a planar vortex; the relaxed con-
figuration has an out-of-plane tilting of the magnetization at
the vortex core.

By its design, the result is obviously of length m, which
is set to m = 1. Further, it is clear that the spin solution
must satisfy the position constraint (83). This is the
basic vortex position algorithm.

It can be improved slightly, taking into account the
possibility to constrain a vortex off-center in a cell, and
also, to allow for out-of-plane tilting of the dipoles in
the core. Instead of constraining the core sums to zero,
suppose they are constrained to a value T⃗ = (Tx, Ty) that
is set by the initial configuration, which is supposed to
impose the desired position. The functional is modified
to

Λ[m⃗i] = E[m⃗i] +
∑

i

αi(m⃗
2
i − m2) − λ⃗ ·

(

∑

core

m⃗n − T⃗

)

(92)
During the iteration, compute the nonzero sums

∑

core

mβ
n =

∑

core

1

2αn

(

F β
n + λβ

)

= Tβ , β = x, y. (93)

The solution for the constraining field is now

λβ =
Tβ −

∑

core F β
n /αn

∑

core 1/αn
. (94)

During iteration, the dipoles will tilt out of plane in the
vortex core. So we consider that the constraining param-
eters Tx and Ty are moving constraints that change as the
core dipoles tilt out of plane. As the iteration proceeds,
Tx and Ty are continuously re-evaluated, according to a
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FIG. 3: (Color online) The relaxed vortex potentials for dif-
ferent disk radii as indicated, in disks of height L = 6a = 12.0
nm. x0 is the horizontal displacement of the vortex core from
the center. The potential is softer (lower force constant) but
deeper in the wider disks.

definition,

Tβ =

[

∑

core

mβ
n(0)

]

〈

√

1 − (mz
n/m)2

〉

, (95)

where m⃗n(0) are from the original starting configuration,
which give some values to define the core location. The
mz

n are the continuously changing out-of-plane compo-
nents, increasing mainly near the vortex core. The square
root factor gives the dipoles’ projections into the xy-
plane, which become smaller as the iteration proceeds.
We use the average over the core region. If the vortex
is centered in a unit cell, and the core region does not
extend beyond the system edge nor into a hole, this new
constraint has Tx = Ty = 0, reproducing constraint (83).
Nonzero values of Tx or Ty only come into play when the
vortex core is near an edge or hole in the system.

C. About the simulation parameters

The size of the core region is defined somewhat arbi-
trarily, using at least four cells, or other numbers such as
Nc = 12, 16, 24, 48, 96, all of which give a symmetrical set
of cells around a vortex located in the center of a unit
cell. In most of our application, we used 24 core cells,
defined as the ones closest to the desired vortex center.
The cell size used was a = 2.0 nm, slightly smaller than
the Permalloy exchange length λex = 5.3 nm.

In some cases the constraint produces particularly
strong forces in the system. To avoid production of unde-
sired solutions such as vortex-antivortex pairs, it is im-
portant that the diameter of the constrained region be
larger than the magnetic exchange length. The Nc con-
strained cells have a total area Nca2 = πr2

c , leading to

Example.  Total energy of a vortex, E(x0)≈½kFx0
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FIG. 2: (Color online) Result of the relaxation process for
a vortex in a nanodisk of radius R = 40a, height L = 6a,
using cell size a = 2.0 nm, λex = 5.3 nm, without applied
field. The total disk energy in units of Jcell = 2AL is shown
both before and after the converged relaxation, as a function
of the constrained center position of the vortex. The “before”
configuration consisted of a planar vortex; the relaxed con-
figuration has an out-of-plane tilting of the magnetization at
the vortex core.

By its design, the result is obviously of length m, which
is set to m = 1. Further, it is clear that the spin solution
must satisfy the position constraint (83). This is the
basic vortex position algorithm.

It can be improved slightly, taking into account the
possibility to constrain a vortex off-center in a cell, and
also, to allow for out-of-plane tilting of the dipoles in
the core. Instead of constraining the core sums to zero,
suppose they are constrained to a value T⃗ = (Tx, Ty) that
is set by the initial configuration, which is supposed to
impose the desired position. The functional is modified
to

Λ[m⃗i] = E[m⃗i] +
∑

i

αi(m⃗
2
i − m2) − λ⃗ ·

(

∑

core

m⃗n − T⃗

)

(92)
During the iteration, compute the nonzero sums

∑

core

mβ
n =

∑

core

1

2αn

(

F β
n + λβ

)

= Tβ , β = x, y. (93)

The solution for the constraining field is now

λβ =
Tβ −

∑

core F β
n /αn

∑

core 1/αn
. (94)

During iteration, the dipoles will tilt out of plane in the
vortex core. So we consider that the constraining param-
eters Tx and Ty are moving constraints that change as the
core dipoles tilt out of plane. As the iteration proceeds,
Tx and Ty are continuously re-evaluated, according to a
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ferent disk radii as indicated, in disks of height L = 6a = 12.0
nm. x0 is the horizontal displacement of the vortex core from
the center. The potential is softer (lower force constant) but
deeper in the wider disks.

definition,

Tβ =

[

∑

core

mβ
n(0)

]

〈

√

1 − (mz
n/m)2

〉

, (95)

where m⃗n(0) are from the original starting configuration,
which give some values to define the core location. The
mz

n are the continuously changing out-of-plane compo-
nents, increasing mainly near the vortex core. The square
root factor gives the dipoles’ projections into the xy-
plane, which become smaller as the iteration proceeds.
We use the average over the core region. If the vortex
is centered in a unit cell, and the core region does not
extend beyond the system edge nor into a hole, this new
constraint has Tx = Ty = 0, reproducing constraint (83).
Nonzero values of Tx or Ty only come into play when the
vortex core is near an edge or hole in the system.

C. About the simulation parameters

The size of the core region is defined somewhat arbi-
trarily, using at least four cells, or other numbers such as
Nc = 12, 16, 24, 48, 96, all of which give a symmetrical set
of cells around a vortex located in the center of a unit
cell. In most of our application, we used 24 core cells,
defined as the ones closest to the desired vortex center.
The cell size used was a = 2.0 nm, slightly smaller than
the Permalloy exchange length λex = 5.3 nm.

In some cases the constraint produces particularly
strong forces in the system. To avoid production of unde-
sired solutions such as vortex-antivortex pairs, it is im-
portant that the diameter of the constrained region be
larger than the magnetic exchange length. The Nc con-
strained cells have a total area Nca2 = πr2

c , leading to
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FIG. 4: (Color online) The relaxed vortex potentials for dif-
ferent disk radii as indicated, in very thin disks of height
L = 2a = 4.0 nm. The potential is softer in these thin disks
than in the thicker disks of Fig. 3, which makes it easier to
move the vortex around by an applied external field.

a constrained radius rc =
√

Nc/π a. The process does
result in a slight deformation of the vortex near its core.
This is to be expected, because of the competition be-
tween the long-range forces acting on the vortex and the
constraining forces applied on the core region. Relax-
ations that did not preserve the desired single vortex,
usually due to very large forces, were thrown out from
the results. These included vortex-free single-domain so-
lutions at high applied fields and other configurations.

The applied and demagnetization fields in the Hamil-
tonian (36) and its extension Λ[m⃗i] in (92) appear mul-
tiplied by the factor (a/λex)2. In order to compare them
to the position constraint field λ⃗ it makes sense to define
the scaled external field used in the simulations,

h⃗ext =
a2

λ2
ex

H̃ext =
a2

λ2
ex

H⃗ext

MS
. (96)

In the calculations we specify the values of h = |⃗hext|.
In this way, λ⃗ and h⃗ext are in the same units. A similar
transformation can also be defined for scaled demagneti-
zation field. Indeed, this relation can be used in reverse
to define a physical field strength H⃗λ that corresponds
to the constraint field λ⃗ (switch h⃗ext to λ⃗ on LHS and
switch H⃗ext to H⃗λ on RHS). For the simulations here,
the ratio λ2

ex/a2 ≈ 7.02 is needed for the conversion from
hy to Hext in units of MS

VI. EFFECTIVE VORTEX-IN-DOT
POTENTIALS

The approximate shape of the potential experienced by
a vortex can be obtained through the zero-temperature
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FIG. 5: (Color online) The constraining field λy needed to
insure a desired vortex location (x0, 0), for the disks of height
L = 6a = 12.0 nm whose potentials are shown in Fig. 3. The
vortex has a positive rotation of the magnetic moments (i.e.,
counterclockwise viewed from above, φ0 = +90◦, or C = +1).
When requiring a desired position (x0, 0) the constraining
field must be in the perpendicular direction. The constraining
field increases more slowly for the larger disks.
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FIG. 6: (Color online) The constraining field λy needed to
insure a desired vortex location (x0, 0), for the thinner disks
of height L = 6a = 12.0 nm whose potentials are shown in Fig.
4. The vortex has a positive rotation of the magnetic moments
(counterclockwise viewed from above). The constraining field
needed is weaker than that in the thicker disks. The large
nearly vertical sections are in unstable regions.

calculation of the total system energy described above,
for a sequence of constrained vortex locations, X⃗ =
(x0, y0). The origin (0, 0) is the center of the disk; the
vortex is “moved” along the x-axis, taking y0 = 0. The
energy minimization is carried out while artificially hold-
ing the vortex in place at position X⃗ via the constraining
field λ⃗ that acts only on the Nc cells closest to the vortex
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a constrained radius rc =
√

Nc/π a. The process does
result in a slight deformation of the vortex near its core.
This is to be expected, because of the competition be-
tween the long-range forces acting on the vortex and the
constraining forces applied on the core region. Relax-
ations that did not preserve the desired single vortex,
usually due to very large forces, were thrown out from
the results. These included vortex-free single-domain so-
lutions at high applied fields and other configurations.

The applied and demagnetization fields in the Hamil-
tonian (36) and its extension Λ[m⃗i] in (92) appear mul-
tiplied by the factor (a/λex)2. In order to compare them
to the position constraint field λ⃗ it makes sense to define
the scaled external field used in the simulations,

h⃗ext =
a2

λ2
ex

H̃ext =
a2

λ2
ex

H⃗ext

MS
. (96)

In the calculations we specify the values of h = |⃗hext|.
In this way, λ⃗ and h⃗ext are in the same units. A similar
transformation can also be defined for scaled demagneti-
zation field. Indeed, this relation can be used in reverse
to define a physical field strength H⃗λ that corresponds
to the constraint field λ⃗ (switch h⃗ext to λ⃗ on LHS and
switch H⃗ext to H⃗λ on RHS). For the simulations here,
the ratio λ2

ex/a2 ≈ 7.02 is needed for the conversion from
hy to Hext in units of MS

VI. EFFECTIVE VORTEX-IN-DOT
POTENTIALS

The approximate shape of the potential experienced by
a vortex can be obtained through the zero-temperature
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counterclockwise viewed from above, φ0 = +90◦, or C = +1).
When requiring a desired position (x0, 0) the constraining
field must be in the perpendicular direction. The constraining
field increases more slowly for the larger disks.

-120 -80 -40 0 40 80 120
x

0 
(nm)

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

λ
y

R=40a

R=20a

R=60a

Uniform dot, 1 vortex
L=2a, a=2.0 nm

FIG. 6: (Color online) The constraining field λy needed to
insure a desired vortex location (x0, 0), for the thinner disks
of height L = 6a = 12.0 nm whose potentials are shown in Fig.
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calculation of the total system energy described above,
for a sequence of constrained vortex locations, X⃗ =
(x0, y0). The origin (0, 0) is the center of the disk; the
vortex is “moved” along the x-axis, taking y0 = 0. The
energy minimization is carried out while artificially hold-
ing the vortex in place at position X⃗ via the constraining
field λ⃗ that acts only on the Nc cells closest to the vortex
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Vortex Potentials E(X)

Using a modified micromagnetics for thin systems, the 
demagnetization field HM is found using FFTs to evaluate the 

convolutions of M with the Green’s functions for quasi-2D nanodots. 

A magnetic constraint field (λx,λy) in the vortex core is used in 

Lagrange’s method of undetermined multipliers, to enforce a desired 
vortex position X. 

In this way it is possible to determine the effective potential E(X) for 
a vortex inside a nanodot, which could be useful in the study of their 
dynamics. 

Next, we shall see what this has to do with the dynamics ⇒⇒⇒













About Dynamics:

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

a cell has a 
 magnetic dipole = 

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations
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in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations
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in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations
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in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

This defines the dynamics at temperature T=0. 
We can integrate with fourth order Runge-Kutta.

←(if damping is present)
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = −

γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V

r
= −

γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is

gyrovector:
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = −

γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V

r
= −

γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is

6

Of course, the predictor stage uses the last configuration
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G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
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vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
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this produces an outward force F, and results in the gy-
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obtained from

ΩG = ωGt0 =
ωG

γB0
= −

γkF

2πQLMs

1

γ 2A
a2Ms

= −
kF a2

4πLAQ

(50)
We expect kF ∝ LA/R2, where A is the exchange stiff-
ness and R the dot radius. Therefore in the simulation
time units, the gyrotropic frequency should depend pri-
marily on the inverse disk radius squared. It is not clear
how this should be modified in the case of an elliptical
nanodisk.

For detection of the vortex motion, one method is to
measure the spatially averaged magnetization,

⟨m⃗⟩ =
1

N

∑

i

m⃗i (51)

This indeed is a useful measure of vortex gyrotropic mo-
tion, however, it can show an oscilation even when no
vortex is present. Another method is to make an average
position weighted by the mz component:

rc =

∑

i(m
z
i )

2ri
∑

i(m
z
i )

2
. (52)

The ri are the cell positions. This is a reasonable esti-
mate of the mean location of out-of-plane magnetization
energy, i.e., close to the vortex core position. These mea-
sures should be supplemented by observing the actual
magnetization field when there is any doubt about the
stability of the vortex.

There could be another definition based on the location
of the vorticity itself. The vorticity center literally would
be the point around which the in-plane magnetization
components give a divergent curl. That is, a continuum
magnetization field of a vortex located at position rv,
with in-plane angle φ(r), would be expected to have

∇⃗ × ∇⃗φ(r) = 2πẑδ(r − rv) (53)

When used on the discrete grid of cells, the vorticity cen-
ter falls between the four nearest neighbor grid cells that
give a net 2π circulation. However, this discretely de-
fined position always jumps in increments of the cell size
a, hence, we avoid using it. We can note, though, that
generally the mz-weighted position rc and the vorticity
center rv are usually very close together for the zero-
temperature simulations (within one lattice constant).
They may be more separated at finite temperature, where
the presence of spin wave oscillations confuses any algo-
rithm for vortex location.

A. Zero-temperature vortex dynamics in circular
disks

Some initial tests were performed in circular disks of
5.0 nm, 10 nm and 20 nm thicknesses (L = 2.5a, 5a, 10a
with a = 2.0 nm) of radii 30 nm, 60 nm, 90 nm and 120
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FIG. 1: Simulation A. Vortex motion with damping, at zero
temperature. This is clockwise motion for a vortex with pos-
itive (+ẑ) gyrovector, starting from the turquoise dot. The
vortex performs gyrotropic motion of decreasing radius and
increasing frequency as it moves towards the disk center,
r = (0, 0).
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FIG. 2: Simulation A. Vortex motion with damping, at zero
temperature, showing the phase relationship between perpen-
dicular components of position and in-plane magnetization.
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give a net 2π circulation. However, this discretely de-
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a, hence, we avoid using it. We can note, though, that
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They may be more separated at finite temperature, where
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = −

γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V

r
= −

γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is
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is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = −

γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V

r
= −

γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,
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The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = −

γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V
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= −

γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,
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F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = −

γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V
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= −

γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.
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The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
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velocity V described by a Thiele equation7,8, ignoring
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The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
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2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
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The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.
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THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,
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F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in
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Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,
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The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is

A central force:Thiele equation:
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Of course, the predictor stage uses the last configuration
of the whole system to deterimine all the b⃗i, while the
corrector finds the needed b⃗i based on the predicted po-
sitions. And, the corrector actually does the average of
∆m̂i from the Euler stage and the second estimate from
the corrector stage. The same random numbers wn used
in the predictor stage are used again in the corrector, for
a chosen time step.

The integration requires a long sequence of quasi-
random numbers wn. It is important that the simulation
time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
two separate generators with periods of 232 and 295.

IV. VORTEX STATE PROPERTIES AND
THEIR DYNAMICS

The dynamics at zero temperature, calculated with
RK4, was used to check basic vortex dynamic proper-
ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
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velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in
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Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,
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The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is

Solution (for α=0): circular movement of the core:
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time does not surpass the period of the random num-
bers. We used the generator mzran13 due to Marsaglia
and Zaman5, implemented in the C-language for long in-
tegers. This generator is very simple and fast and has a
period of about 2125, and is based on a combination of
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ties such as the stability and gyrotropic mode frequency.
We also used the Langevin dynamics calculated with sec-
ond order Heun method to include finite temperature to
see the primary thermal effects for some specific vortex
initial configurations. For some of these studies, it is ex-
tremely beneficial to produce a well-formed initial vortex
state in some desired location without the presence of
spin waves.

An initial vortex state is prepared first in a planar con-
figuration of positive vorticity q = +1, namely, in-plane
magnetization angle φ = tan−1 my/mx given by

φ(x, y) = q tan−1 x − x0

y − y0
. (44)

(The negative vorticity state q = −1 is destabilized by
the demagnetization field, so there is no reason to con-
sider it.) This is the profile of a vortex centered at
position (x0, y0). The out-of-plane component here is
mz = 0, however, the stable vortex state has a nonzero
out-of-plane component close to mz = ±1 at the vor-
tex core (polarization p = ±1). This stable vortex state
was reached by the local spin alignment procedure for a
vortex at the constrained position (x0, y0), described in
Reference 3. Briefly, that is a procedure where each m̂i

is aligned along its local induction b⃗i, and the process
is iterated until convergence. The constraint is applied
as extra fictitious fields included with the Lagrange mul-
tiplier technique, that force the desired vortex starting
position. This procedure helps to remove any spin waves
that would otherwise be generated starting from any ar-
bitrary initial state. This state would be a perfect static
state if generated in the center of the ellipse. When gen-
erated off-center, the dynamics associated with its mo-
tion still is able to produce some spin waves. A cleaner

vortex motion can be generated if there is a weak damp-
ing applied (α = 0.02) over some initial time interval
(τ ≈ 1000). After that, the system can be let to evolve
in energy-conserving dynamics, if needed.

This relaxed vortex state develops either positive or
negative out-of-plane component, including some small
randomness in the initial state before the relaxation. If
mz ≈ +1 (−1) in the vortex core region, the vortex
has positive (negative) polarization and a positive (nega-
tive) gyrovector, defined from the product of the vorticity
charge and the polarization:

G = 2πQẑ, Q ≡ qp. (45)

The integer Q = ±1 defines the two allowed discrete
values of gyrovector. To a good degree of precision, the
vortex states studied here obey a dynamics for the vortex
velocity V described by a Thiele equation7,8, ignoring
any vortex mass or damping effects,

γ

m0
F + G × V = 0. (46)

The force F is the gradient of potential experienced by
the vortex, γ is the gyromagnetic ratio and m0 is the
magnetic dipole moment per unit area. The force points
towards the nanodisk center, and can be approximated
by some harmonic potential with force constant kF , for
a vortex at distance r from the center,

F = −kF r r̂. (47)

In our application here, using the magnetic moment per
cell µ = a2LMs, we have m0 = µ/a2 = LMs. Hence,
the presence of the gyrovector leads to the well-known
gyrotropic motion. Solving for the vortex velocity results
in

V =
γ

GLMs
ẑ × F = −

γkF r

2πQLMs
φ̂. (48)

Thus, the vortices generated with positive (negative)
gyrovector move clockwise (countercloskwise) in the xy
plane. Furthermore, the angular frequency of this gy-
rotropic motion is given by a related equation,

ωG =
V

r
= −

γkF

2πQLMs
. (49)

The force constant can be estimated either from the rigid
vortex approximation (kF =??) or has also been esti-
mated based on numerically relaxed vortex states3 (non-
rigid). This frequency (49) applies to the stable states.
If the disk is too thin, the vortex could be unstable;
this produces an outward force F, and results in the gy-
rotropic motion in the “wrong” direction. Thus it is easy
to identify whether a vortex is stable or unstable from a
short integration of its dynamics.

In the time and frequency units applied in the sim-
ulations, the dimensionless gyrotropic frequency ΩG is

Frequency of the gyrotropic movement:

fG=ωG/2π

The important part is kF/L.

= -kF X
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initial position (x0,y0)

2. Evolution with Runge-Kutta-4 
with α=0.02 to τ=1000.

3. Evolution with Runge-Kutta-4 
with α=0.0 for several periods

4. Measure the rotation frequency: 
νG=1/τG .
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at ν ≈ 4.64 × 10−4 corresponds to f = ν/t0 = 0.308
GHz. The presence of a single peak shows the greater
phase coherence of these natural oscillations, than was
present at 300 K. The higher value of resonant frequency
is reasonable; at lower temperature the vortex potential
is modfied less by thermally produced spin waves, and is
stiffer (larger force constant kF ).

B. R = 30 nm, L = 10.0 nm circular disks

In this next group of simulations, the thickness of the
disk is increased to 10.0 nm. The thicker lateral edge pro-
duces a larger vortex restoring force, hence kF should be
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roughly doubled compared to the 5.0 nm thick disks. Cu-
riously, if this is the only effect, the gyrotropic frequency
should not be greatly changed [see Equation (49)], be-
cause the magnetization that is being driven by this in-
creased force also is increased [the L in the denominator
of Equation (49)]. But this larger thickness is closer to
experimentally realizable materials.

Simulation E. For R = 30 nm, L = 10.0 nm circular
disk at zero temperature, solved with RK4. The vortex
was initially placed at (16, 0) nm. A damping of α =
0.02 was applied only until τ = 1000; after that, the
dynamics was energy-conserving. A very clean circular
motion results. The average period over 20 revolutions
is τG = 1372, corresponding to only 2.06 ns, frequency

12

0 10000 20000 30000 40000 50000 60000
τ

-0.2

0

0.2

0.4

0.6

0.8

<
 m

 >

R=30 nm, L=5 nm, α=0.02, 150K (kT/J=0.016)

< m
x
 >

< m
y
 >

FIG. 11: Simulation D. Thermal fluctuations of the average
in-plane magnetization components due to spontaneous gy-
rotropic vortex motion in Py at 150 K, for the motion in
Figure 10. The my-component has been displaced upward by
0.5 in this plot.

0 0.0005 0.001 0.0015
ν

0

10

20

30

40

50

60

70

<
|m

x
(ν

)|
2
>

x
0
=y

0
=0

R=30 nm, L=5 nm, α=0.02
T=150K (kT/J=0.016)

FFT
2

FIG. 12: Simulation D. Thermal power spectrum in the
in-plane magnetization fluctuations due to spontaneous gy-
rotropic vortex motion in Py at 150 K, for the motion in
Figure 10.

at ν ≈ 4.64 × 10−4 corresponds to f = ν/t0 = 0.308
GHz. The presence of a single peak shows the greater
phase coherence of these natural oscillations, than was
present at 300 K. The higher value of resonant frequency
is reasonable; at lower temperature the vortex potential
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roughly doubled compared to the 5.0 nm thick disks. Cu-
riously, if this is the only effect, the gyrotropic frequency
should not be greatly changed [see Equation (49)], be-
cause the magnetization that is being driven by this in-
creased force also is increased [the L in the denominator
of Equation (49)]. But this larger thickness is closer to
experimentally realizable materials.

Simulation E. For R = 30 nm, L = 10.0 nm circular
disk at zero temperature, solved with RK4. The vortex
was initially placed at (16, 0) nm. A damping of α =
0.02 was applied only until τ = 1000; after that, the
dynamics was energy-conserving. A very clean circular
motion results. The average period over 20 revolutions
is τG = 1372, corresponding to only 2.06 ns, frequency
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nm.

method. These calculations are relatively fast because
there is no need to run the dynamics. The raw force
constants obtained for a wide variety of disk sizes are
shown Figure 4. Generally it is seen that kF increases
with disk thickness L and decreases with disk radius.

One can check whether these force constants are consis-
tent with the gyrotropic frequencies found in the dynam-
ics. If the Thiele equation applies to this motion, then
the gyrotropic frequencies must be linearly proportional
to kF /L, see Equations (49) and (50). Therefore we have
plotted the dimensionless frequency ΩG versus kF /L in
Figure 4. For the wide variety of disk sizes, all points
in this plot fall on a single line of unit slope, exactly
consistent with the Thiele equation. This shows that the
calculations of the dynamics over fairly long times (many
periods) is completely consistent with the force constants
found only from static energy considerations. It further

implies that we can safely use static energy calculations
to predict dynamic properties. This is based on the as-
sumption of an isotropic parabolic potential in which the
vortex moves.

It is expected that the force constant should scale
somwhat with the aspect ratio, L/R. That graph is
shown in Figure 5. Indeed, that does not give the sim-
plest relationship. Therefore, we also show kF /L versus
L/R in the other part of Figure 5, which presents a re-
lation somewhat close to linear, with a slope near 1/4.
Thus we can write as a rough approximation (far enough
from the critical disk thickness for vortex stability),

kF a2

LA
≈ 0.25

L

R
. (55)

We showed above that the gyrotropic frequencies νG are
exactly linearly proportional to kF /L, hence, this implies
that the frequencies also scale close to linearly with L/R.
Combining the results then shows that roughly, the fre-
quency magnitudes are

ΩG ≈
1

16π

L

R
≈ 0.02

L

R
. (56)

In terms of the physicial units, this is

ωG = γB0ΩG ≈ 0.14
L

R
(γµ0Ms) . (57)

This seems to be different than a published result, which
instead has a factor of 20/9 in place of 0.14, I have to
see why this is so. I think this may be only a question
of units. But I am pretty sure this result here is correct.
However, perhaps also there could be differences because
here I have made no ”rigid vortex” approximation. The
calculation here can be considered as that for a flexible
vortex: one whose magnetization at the edge of the disk
adjusts itself to try to follow the boundary, which should
lead to a lower force and lower gyrptropic frequency.

These confirm the basic dynamic property, that the
vortex resonance frequency ωG diminishes with increas-
ing dot radius, and increases with increasing dot thick-
ness. These results are consistent with the vortex-in-dot
potentials in Reference3. A wider dot has a weaker spring
constant kF in its potential, U(r) = U(0) + 1

2kF r2, lead-
ing to the reduction of its resonance frequency. Similarly,
in a thicker dot, the greater area at the edge produces a
larger restoring force, leading to a higher resonance fre-
quency.

V. THERMAL EFFECTS IN VORTEX
DYNAMICS IN CIRCULAR DISKS

In the following part, the effects of thermal fluctuations
on the vortex dynamics are considered. We consider two
basic situations left to evolve in time via Langevin dy-
namics: (1) A vortex started off-center, and (2) a vortex
started at the minimum energy position, the center of

ΩG = 2πνG = 2π/τG

7

obtained from

ΩG = ωGt0 =
ωG

γB0
= −

γkF

2πQLMs

1

γ 2A
a2Ms

= −
kF a2

4πLAQ

(50)
We expect kF ∝ LA/R2, where A is the exchange stiff-
ness and R the dot radius. Therefore in the simulation
time units, the gyrotropic frequency should depend pri-
marily on the inverse disk radius squared. It is not clear
how this should be modified in the case of an elliptical
nanodisk.

For detection of the vortex motion, one method is to
measure the spatially averaged magnetization,

⟨m⃗⟩ =
1

N

∑

i

m⃗i (51)

This indeed is a useful measure of vortex gyrotropic mo-
tion, however, it can show an oscilation even when no
vortex is present. Another method is to make an average
position weighted by the mz component:

rc =

∑

i(m
z
i )

2ri
∑

i(m
z
i )

2
. (52)

The ri are the cell positions. This is a reasonable esti-
mate of the mean location of out-of-plane magnetization
energy, i.e., close to the vortex core position. These mea-
sures should be supplemented by observing the actual
magnetization field when there is any doubt about the
stability of the vortex.

There could be another definition based on the location
of the vorticity itself. The vorticity center literally would
be the point around which the in-plane magnetization
components give a divergent curl. That is, a continuum
magnetization field of a vortex located at position rv,
with in-plane angle φ(r), would be expected to have

∇⃗ × ∇⃗φ(r) = 2πẑδ(r − rv) (53)

When used on the discrete grid of cells, the vorticity cen-
ter falls between the four nearest neighbor grid cells that
give a net 2π circulation. However, this discretely de-
fined position always jumps in increments of the cell size
a, hence, we avoid using it. We can note, though, that
generally the mz-weighted position rc and the vorticity
center rv are usually very close together for the zero-
temperature simulations (within one lattice constant).
They may be more separated at finite temperature, where
the presence of spin wave oscillations confuses any algo-
rithm for vortex location.

A. Zero-temperature vortex dynamics in circular
disks

Some initial tests were performed in circular disks of
5.0 nm, 10 nm and 20 nm thicknesses (L = 2.5a, 5a, 10a
with a = 2.0 nm) of radii 30 nm, 60 nm, 90 nm and 120
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components give a divergent curl. That is, a continuum
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give a net 2π circulation. However, this discretely de-
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a, hence, we avoid using it. We can note, though, that
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center rv are usually very close together for the zero-
temperature simulations (within one lattice constant).
They may be more separated at finite temperature, where
the presence of spin wave oscillations confuses any algo-
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With temperature T>0.   For the movement in one cell:

4

in wave vector space. Of course, the simplest FFT ap-
proach requires a grid with a size like 2p1 ×2p2 , where p1

and p2 are integers. Our system of interest is an ellipse
with major radius Ra = N1a along x and minor radius
Rb = N2a along y (N1 and N2 are the size in integer grid
units). For the FFT approach to work, so that the system
being simulated is a single copy of this ellipse, with no
periodic interactions with the images, one can choose the
smallest p1 such that 2p1 ≥ 2N1, and the smallest p2 such
that 2p2 ≥ 2N2. By making the FFT grid at least twice
as large as the ellipse to be studied, the wrap-around
problem, due to the periodicity of Fourier transforms, is
avoided in the evaluation of the convolution. The FFT
of the Green’s matrix, which is static, is done only once
at the start of the calculation. During every time step of
the integrations, however, the FFT of the magnetization
field components must be carried out, for every stage at
which the demagnetization field is required. Of course,
the inverse FFTs to come back to H⃗M are needed as well
in every stage of the time integrator.

C. The dynamics: zero temperature

The zero-temperature undamped dynamics of the sys-
tem is determined by a torque equation, for each cell of
the micromagnetics system,

dµ⃗i

dt
= γµ⃗i × B⃗i. (27)

Here B⃗i is the local magnetic induction acting on the
ith cell, γ is the electronic gyromagnetic ratio, and the
dipole moment of the cell is µ⃗i = La2Msm̂i. The local
magnetic induction can be defined supposing an energy
−µ⃗i · B⃗i for each dipole, with

B⃗i = −
δH
δµ⃗i

= −
1

µ

δH
δµ̂i

=
J

La2Ms
b⃗i,

b⃗i ≡
∑

nbrs

m̂j +
a2

λ2
ex

(

H̃ext + H̃M
)

. (28)

This dimensionless induction b⃗i used in the simulations is
converted to real units by the following unit of magnetic
induction,

B0 ≡
J

La2Ms
=

2A

a2Ms
=

λ2
ex

a2
µ0Ms. (29)

For computations, the dynamics is written in terms of the
dimensionless fields, also scaling the time appropriately:

dm̂i

dτ
= m̂i × b⃗i, τ = γB0t. (30)

This means that the unit of time in the simulations is
t0 = (γB0)−1. For example, for Permalloy with A = 13
pJ/m, Ms = 860 kA/m, one has λex ≈ 5.3 nm. In the
typical simulations we put the transverse edge of the cells

as a = 2.0 nm. Then using the gyromagnetic ratio, γ =
e/2me ≈ 8.79× 1010 T−1 s−1, the computation units are
B0 ≈ 7.56 T, t0 ≈ 1.505 ps. This large value for B0 is the
effective size of the local magnetic induction due to the
exchange interaction between cells with a = 2.0 nm. The
time unit implies a frequency unit f0 = 1/t0 = 664 GHz.
For the disk sizes used here, typical periods of the vortex
gryotropic motion are times around τG ∼ 2000, which
then corresponds to dimensionless frequency ν = 1/τG ∼
5 × 10−4, and hence, physical frequency f = νf0 ∼ 0.3
GHz.

In some cases we also need to include Landau-Gilbert
damping, with some dimensionless strength α. Then this
is included into the dynamics with the usual modifica-
tion,

dm̂i

dτ
= m̂ × b⃗i − αm̂ ×

(

m̂ × b⃗i

)

. (31)

The zero temperature dynamics was integrated numer-
ically for this equation, using a standard fourth-order
Runge-Kutta (RK4) scheme. Typically, a time step of
∆τ = 0.04 was found sufficient to insure the correct en-
ergy conserving dynamics (when α = 0) and result in
total energy conserved to better than 12 digits of preci-
sion over 5.0×105 time steps in a system with as many as
4000 cells. To get this high precision, however, it is nec-
essary to always evaluate the full demagnetization field
at all four intermediate stages of the individual Runge-
Kutta time steps.

III. LANGEVIN DYNAMICS: FINITE
TEMPERATURE

For non-zero temperature, the dynamics is investigated
here using a Langevin approach. This requires including
both a damping term and a stochastic torque in the dy-
namics; together they represent the interaction with a
heat bath. The size of the stochastic torques is related
to the temperature and the damping constant, such that
the system reaches thermal equilibrium.

It is reasonable to think of the dynamics depending on
stochastic magnetic inductions b⃗s, in addition to the de-
terministic fields b⃗i from the Hamiltonian dynamics. For
the discussion here, suppose we consider the dynamics
of one computation cell, and suppress the i index. The
dynamical equation for that cell’s m̂, including both the
deterministic and random fields, is

dm̂

dτ
= m̂ ×

(

b⃗ + b⃗s

)

− αm̂ ×
[

m̂ ×
(

b⃗ + b⃗s

)]

. (32)

The first term is the free motion and the second term is
the damping. Alternatively, the dynamics can be viewed
as that due to the superposition of the deterministic ef-
fects (due to b⃗) and stochastic effects (due to b⃗s).

For a given temperature T , the stochastic fields estab-
lish thermal equilibrium, provided the time correlations

stochastic fields
5

satisfy the fluctuation-dissipation (FD) theorem,

⟨bα
s (τ) bβ

s (τ ′)⟩ = 2αT δαβ δ(τ − τ ′). (33)

The indices α, β refer to any of the Cartesian coordinates,
and the dimensionless temperature T is the thermal en-
ergy scaled by the energy unit J ,

T ≡
kT

J
=

kT

2AL
, (34)

where k is Boltzmann’s constant. The fluctuation-
dissipation theorem expresses how the power in the ther-
mal fluctuations is carried in the random magnetic fields.
In terms of the physical units, the relation is

γµ⟨Bα
s (t)Bβ

s (t′)⟩ = 2α kT δαβ δ(t − t′). (35)

where µ = La2Ms is the magnetic dipole moment per
computation cell.

A. Time evolution with second order Heun (H2)
method

The Langevin equation (32) is a first-order differential
equation that is linear in multiplicative noise. If y =
y(τ) represents the full state of the system (a vector of
dimension 3N , where N is the number of cells), then the
dynamics follows an equation of the form

dy

dτ
= f [τ, y(τ)] + fs[τ, y(τ)] · bs(τ). (36)

The vector function f is the deterministic time deriva-
tive and the vector function fs determines the stochastic
dynamics; bs represents the whole stochastic field of the
system. An efficient method for integrating this type
of equation forward in time is the second order Heun
(H2) method. That is in the family of predictor-corrector
schemes and is rather stable. It involves an Euler step as
the predictor stage, and a corrector stage that is equiv-
alent to the trapezoid rule. Some details of the method
are summarized here, to indicate how the stochastic fields
are included, and to show why it is used rather than the
fourth order Runge-Kutta method (the latter seems dif-
ficult to adapt to the stochastic fields).

We use the notation yn ≡ y(τn) to show the values
at times τn = n∆τ , according to the choice of some
integration time step ∆τ . Integrating Equation (36)
over one time step gives the Euler predictor estimate for
y(τn + ∆τ):

ỹn+1 = yn + f(τn, yn)∆τ + fs(τn, yn) · (σswn). (37)

The last factor, σswn, is introduced to represent the time-
integral of the stochastic magnetic inductions. σs is a
variance and wn represents a vector of 3N random num-
bers, one for each Cartesian component at each site of the

grid. Consider, say, the result of integrating the equation
of motion for just one component for one site:

∫ τn+∆τ

τn

dτ bx
s(τ) −→ σsw

x
n. (38)

The physical variance σs needed for this to work cor-
rectly, must be determined by the FD theorem. For this
individual component at one site, the squared variance is

σ2
s =

〈(

∫ τn+∆τ

τn

dτ bx
s (τ)

)2〉

=

∫ τn+∆τ

τn

dτ

∫ τn+∆τ

τn

dτ ′ ⟨bx
s(τ)bx

s (τ ′)⟩ (39)

Now applying the FD theorem to this gives the required
variance of the random fields, that depends on the time
step being used:

σs =
√

2αT ∆τ . (40)

This means that individual stochastic field components
bα
s (τ), integrated over one time step, are replaced by ran-

dom numbers of zero mean with variance σs, as used
above.

For the corrector stage, the points yn and ỹn+1 are used
to get better estimates of the slope of the solution. Then
their average is used in the trapezoid corrector stage:

yn+1 = yn +
1

2
[f(τn, yn) + f(τn+1, ỹn+1)]∆τ (41)

+
1

2
[fs(τn, yn) + fs(τn+1, ỹn+1)] · (σswn).

The error is of order O((∆τ)3), hence it is a second or-
der scheme. Note that the same vector of 3N random
numbers wn used in the predictor stage are re-used in
the corrector stage, because it is the evolution over the
same time interval.

In the coding for computations, one does not use the
explicit form of the functions f and fs. Rather, at each
cell, first one can calculate the deterministic effective field
b⃗i based on the present state of the system. Its effect in
the dynamics will be actually proportional to its product
with the time step, i.e., it gives a contribution ∆m̂i ∝
b⃗i∆τ . Of course, the stochastic change in this same site
will be proportional to the stochastic effective field, which
is some σsw⃗i for that site, where w⃗i = (wx

i , wy
i , wz

i ). So
the total change at this site is linearly determined by a
combination,

∆m̂i ∝ g⃗i, g⃗i ≡ b⃗i∆τ + σsw⃗i. (42)

An effective field combination g⃗i acts in this way both
during the predictor and the corrector stages. In either
stage, a dynamic change in a site is given by a simple
relation,

∆m̂i = m̂i × [⃗gi − α(m̂i × g⃗i)] . (43)
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satisfy the fluctuation-dissipation (FD) theorem,

⟨bα
s (τ) bβ

s (τ ′)⟩ = 2αT δαβ δ(τ − τ ′). (33)

The indices α, β refer to any of the Cartesian coordinates,
and the dimensionless temperature T is the thermal en-
ergy scaled by the energy unit J ,

T ≡
kT

J
=

kT

2AL
, (34)

where k is Boltzmann’s constant. The fluctuation-
dissipation theorem expresses how the power in the ther-
mal fluctuations is carried in the random magnetic fields.
In terms of the physical units, the relation is

γµ⟨Bα
s (t)Bβ

s (t′)⟩ = 2α kT δαβ δ(t − t′). (35)

where µ = La2Ms is the magnetic dipole moment per
computation cell.

A. Time evolution with second order Heun (H2)
method

The Langevin equation (32) is a first-order differential
equation that is linear in multiplicative noise. If y =
y(τ) represents the full state of the system (a vector of
dimension 3N , where N is the number of cells), then the
dynamics follows an equation of the form

dy

dτ
= f [τ, y(τ)] + fs[τ, y(τ)] · bs(τ). (36)

The vector function f is the deterministic time deriva-
tive and the vector function fs determines the stochastic
dynamics; bs represents the whole stochastic field of the
system. An efficient method for integrating this type
of equation forward in time is the second order Heun
(H2) method. That is in the family of predictor-corrector
schemes and is rather stable. It involves an Euler step as
the predictor stage, and a corrector stage that is equiv-
alent to the trapezoid rule. Some details of the method
are summarized here, to indicate how the stochastic fields
are included, and to show why it is used rather than the
fourth order Runge-Kutta method (the latter seems dif-
ficult to adapt to the stochastic fields).

We use the notation yn ≡ y(τn) to show the values
at times τn = n∆τ , according to the choice of some
integration time step ∆τ . Integrating Equation (36)
over one time step gives the Euler predictor estimate for
y(τn + ∆τ):

ỹn+1 = yn + f(τn, yn)∆τ + fs(τn, yn) · (σswn). (37)

The last factor, σswn, is introduced to represent the time-
integral of the stochastic magnetic inductions. σs is a
variance and wn represents a vector of 3N random num-
bers, one for each Cartesian component at each site of the

grid. Consider, say, the result of integrating the equation
of motion for just one component for one site:

∫ τn+∆τ

τn

dτ bx
s(τ) −→ σsw

x
n. (38)

The physical variance σs needed for this to work cor-
rectly, must be determined by the FD theorem. For this
individual component at one site, the squared variance is

σ2
s =

〈(

∫ τn+∆τ

τn

dτ bx
s (τ)

)2〉

=

∫ τn+∆τ

τn

dτ

∫ τn+∆τ

τn

dτ ′ ⟨bx
s(τ)bx

s (τ ′)⟩ (39)

Now applying the FD theorem to this gives the required
variance of the random fields, that depends on the time
step being used:

σs =
√

2αT ∆τ . (40)

This means that individual stochastic field components
bα
s (τ), integrated over one time step, are replaced by ran-

dom numbers of zero mean with variance σs, as used
above.

For the corrector stage, the points yn and ỹn+1 are used
to get better estimates of the slope of the solution. Then
their average is used in the trapezoid corrector stage:

yn+1 = yn +
1

2
[f(τn, yn) + f(τn+1, ỹn+1)]∆τ (41)

+
1

2
[fs(τn, yn) + fs(τn+1, ỹn+1)] · (σswn).

The error is of order O((∆τ)3), hence it is a second or-
der scheme. Note that the same vector of 3N random
numbers wn used in the predictor stage are re-used in
the corrector stage, because it is the evolution over the
same time interval.

In the coding for computations, one does not use the
explicit form of the functions f and fs. Rather, at each
cell, first one can calculate the deterministic effective field
b⃗i based on the present state of the system. Its effect in
the dynamics will be actually proportional to its product
with the time step, i.e., it gives a contribution ∆m̂i ∝
b⃗i∆τ . Of course, the stochastic change in this same site
will be proportional to the stochastic effective field, which
is some σsw⃗i for that site, where w⃗i = (wx

i , wy
i , wz

i ). So
the total change at this site is linearly determined by a
combination,

∆m̂i ∝ g⃗i, g⃗i ≡ b⃗i∆τ + σsw⃗i. (42)

An effective field combination g⃗i acts in this way both
during the predictor and the corrector stages. In either
stage, a dynamic change in a site is given by a simple
relation,

∆m̂i = m̂i × [⃗gi − α(m̂i × g⃗i)] . (43)
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fluctuation-dissipation theorem:

(the stochastic fields carry thermal energy & power)

We can integrate with Heun’s 2nd order algorithm:

A.  Euler predictor step.
B.   Trapezoid corrector step.
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satisfy the fluctuation-dissipation (FD) theorem,

⟨bα
s (τ) bβ

s (τ ′)⟩ = 2αT δαβ δ(τ − τ ′). (33)

The indices α, β refer to any of the Cartesian coordinates,
and the dimensionless temperature T is the thermal en-
ergy scaled by the energy unit J ,

T ≡
kT

J
=

kT

2AL
, (34)

where k is Boltzmann’s constant. The fluctuation-
dissipation theorem expresses how the power in the ther-
mal fluctuations is carried in the random magnetic fields.
In terms of the physical units, the relation is

γµ⟨Bα
s (t)Bβ

s (t′)⟩ = 2α kT δαβ δ(t − t′). (35)

where µ = La2Ms is the magnetic dipole moment per
computation cell.

A. Time evolution with second order Heun (H2)
method

The Langevin equation (32) is a first-order differential
equation that is linear in multiplicative noise. If y =
y(τ) represents the full state of the system (a vector of
dimension 3N , where N is the number of cells), then the
dynamics follows an equation of the form

dy

dτ
= f [τ, y(τ)] + fs[τ, y(τ)] · bs(τ). (36)

The vector function f is the deterministic time deriva-
tive and the vector function fs determines the stochastic
dynamics; bs represents the whole stochastic field of the
system. An efficient method for integrating this type
of equation forward in time is the second order Heun
(H2) method. That is in the family of predictor-corrector
schemes and is rather stable. It involves an Euler step as
the predictor stage, and a corrector stage that is equiv-
alent to the trapezoid rule. Some details of the method
are summarized here, to indicate how the stochastic fields
are included, and to show why it is used rather than the
fourth order Runge-Kutta method (the latter seems dif-
ficult to adapt to the stochastic fields).

We use the notation yn ≡ y(τn) to show the values
at times τn = n∆τ , according to the choice of some
integration time step ∆τ . Integrating Equation (36)
over one time step gives the Euler predictor estimate for
y(τn + ∆τ):

ỹn+1 = yn + f(τn, yn)∆τ + fs(τn, yn) · (σswn). (37)

The last factor, σswn, is introduced to represent the time-
integral of the stochastic magnetic inductions. σs is a
variance and wn represents a vector of 3N random num-
bers, one for each Cartesian component at each site of the

grid. Consider, say, the result of integrating the equation
of motion for just one component for one site:

∫ τn+∆τ

τn

dτ bx
s(τ) −→ σsw

x
n. (38)

The physical variance σs needed for this to work cor-
rectly, must be determined by the FD theorem. For this
individual component at one site, the squared variance is

σ2
s =

〈(

∫ τn+∆τ

τn

dτ bx
s (τ)

)2〉

=

∫ τn+∆τ

τn

dτ

∫ τn+∆τ

τn

dτ ′ ⟨bx
s(τ)bx

s (τ ′)⟩ (39)

Now applying the FD theorem to this gives the required
variance of the random fields, that depends on the time
step being used:

σs =
√

2αT ∆τ . (40)

This means that individual stochastic field components
bα
s (τ), integrated over one time step, are replaced by ran-

dom numbers of zero mean with variance σs, as used
above.

For the corrector stage, the points yn and ỹn+1 are used
to get better estimates of the slope of the solution. Then
their average is used in the trapezoid corrector stage:

yn+1 = yn +
1

2
[f(τn, yn) + f(τn+1, ỹn+1)]∆τ (41)

+
1

2
[fs(τn, yn) + fs(τn+1, ỹn+1)] · (σswn).

The error is of order O((∆τ)3), hence it is a second or-
der scheme. Note that the same vector of 3N random
numbers wn used in the predictor stage are re-used in
the corrector stage, because it is the evolution over the
same time interval.

In the coding for computations, one does not use the
explicit form of the functions f and fs. Rather, at each
cell, first one can calculate the deterministic effective field
b⃗i based on the present state of the system. Its effect in
the dynamics will be actually proportional to its product
with the time step, i.e., it gives a contribution ∆m̂i ∝
b⃗i∆τ . Of course, the stochastic change in this same site
will be proportional to the stochastic effective field, which
is some σsw⃗i for that site, where w⃗i = (wx

i , wy
i , wz

i ). So
the total change at this site is linearly determined by a
combination,

∆m̂i ∝ g⃗i, g⃗i ≡ b⃗i∆τ + σsw⃗i. (42)

An effective field combination g⃗i acts in this way both
during the predictor and the corrector stages. In either
stage, a dynamic change in a site is given by a simple
relation,

∆m̂i = m̂i × [⃗gi − α(m̂i × g⃗i)] . (43)
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The indices α, β refer to any of the Cartesian coordinates,
and the dimensionless temperature T is the thermal en-
ergy scaled by the energy unit J ,

T ≡
kT

J
=

kT

2AL
, (34)

where k is Boltzmann’s constant. The fluctuation-
dissipation theorem expresses how the power in the ther-
mal fluctuations is carried in the random magnetic fields.
In terms of the physical units, the relation is

γµ⟨Bα
s (t)Bβ

s (t′)⟩ = 2α kT δαβ δ(t − t′). (35)

where µ = La2Ms is the magnetic dipole moment per
computation cell.

A. Time evolution with second order Heun (H2)
method

The Langevin equation (32) is a first-order differential
equation that is linear in multiplicative noise. If y =
y(τ) represents the full state of the system (a vector of
dimension 3N , where N is the number of cells), then the
dynamics follows an equation of the form

dy

dτ
= f [τ, y(τ)] + fs[τ, y(τ)] · bs(τ). (36)

The vector function f is the deterministic time deriva-
tive and the vector function fs determines the stochastic
dynamics; bs represents the whole stochastic field of the
system. An efficient method for integrating this type
of equation forward in time is the second order Heun
(H2) method. That is in the family of predictor-corrector
schemes and is rather stable. It involves an Euler step as
the predictor stage, and a corrector stage that is equiv-
alent to the trapezoid rule. Some details of the method
are summarized here, to indicate how the stochastic fields
are included, and to show why it is used rather than the
fourth order Runge-Kutta method (the latter seems dif-
ficult to adapt to the stochastic fields).

We use the notation yn ≡ y(τn) to show the values
at times τn = n∆τ , according to the choice of some
integration time step ∆τ . Integrating Equation (36)
over one time step gives the Euler predictor estimate for
y(τn + ∆τ):

ỹn+1 = yn + f(τn, yn)∆τ + fs(τn, yn) · (σswn). (37)

The last factor, σswn, is introduced to represent the time-
integral of the stochastic magnetic inductions. σs is a
variance and wn represents a vector of 3N random num-
bers, one for each Cartesian component at each site of the

grid. Consider, say, the result of integrating the equation
of motion for just one component for one site:

∫ τn+∆τ

τn

dτ bx
s(τ) −→ σsw

x
n. (38)

The physical variance σs needed for this to work cor-
rectly, must be determined by the FD theorem. For this
individual component at one site, the squared variance is

σ2
s =

〈(

∫ τn+∆τ

τn

dτ bx
s (τ)

)2〉

=

∫ τn+∆τ

τn

dτ

∫ τn+∆τ

τn

dτ ′ ⟨bx
s(τ)bx

s (τ ′)⟩ (39)

Now applying the FD theorem to this gives the required
variance of the random fields, that depends on the time
step being used:

σs =
√

2αT ∆τ . (40)

This means that individual stochastic field components
bα
s (τ), integrated over one time step, are replaced by ran-

dom numbers of zero mean with variance σs, as used
above.

For the corrector stage, the points yn and ỹn+1 are used
to get better estimates of the slope of the solution. Then
their average is used in the trapezoid corrector stage:

yn+1 = yn +
1

2
[f(τn, yn) + f(τn+1, ỹn+1)]∆τ (41)

+
1

2
[fs(τn, yn) + fs(τn+1, ỹn+1)] · (σswn).

The error is of order O((∆τ)3), hence it is a second or-
der scheme. Note that the same vector of 3N random
numbers wn used in the predictor stage are re-used in
the corrector stage, because it is the evolution over the
same time interval.

In the coding for computations, one does not use the
explicit form of the functions f and fs. Rather, at each
cell, first one can calculate the deterministic effective field
b⃗i based on the present state of the system. Its effect in
the dynamics will be actually proportional to its product
with the time step, i.e., it gives a contribution ∆m̂i ∝
b⃗i∆τ . Of course, the stochastic change in this same site
will be proportional to the stochastic effective field, which
is some σsw⃗i for that site, where w⃗i = (wx

i , wy
i , wz

i ). So
the total change at this site is linearly determined by a
combination,

∆m̂i ∝ g⃗i, g⃗i ≡ b⃗i∆τ + σsw⃗i. (42)

An effective field combination g⃗i acts in this way both
during the predictor and the corrector stages. In either
stage, a dynamic change in a site is given by a simple
relation,

∆m̂i = m̂i × [⃗gi − α(m̂i × g⃗i)] . (43)
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vortex core position: (ellipse)
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total magnetization: (ellipse)
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Summary,  vortex gyrotropic dynamics:

Without an external magnetic field, the vortex gyrotropic movement 
begins naturally, when the vortex is not in the center of the nanodot. 

The frequency ωG of gyrotropic movement is proportional to kF/L for 

circular nanodots. 

Even thermal fluctuations can initiate the movement spontaneously, 
which should have an amplitude determined by the principle of 
equipartition of energy equally among degrees of freedom. 

The dynamics in ellipses should be even more interesting, due to the 
presence of two inequivalent axes.
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