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Abstract

Experimentally, the bound and dissociative nuclear dynamics in small molecular ions can be resolved in time by using intense ultrashort pump in combination with delayed probe laser pulses. We discuss the modelling of related pump–probe-delay-dependent fragment kinetic-energy-release (KER) spectra for the laser-induced dissociative ionization of selected diatomic molecules and show how the quantum-mechanical simulation of measured KER spectra—in both the time domain and as a function of the beat frequency between molecular vibrational levels—reveals dissociation pathways and the characteristics of initially occupied molecular potential curves.
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1. Introduction

Over the past decades, advances in laser technology in generating ultrashort and intense laser pulses have enabled the time-resolved imaging of the nuclear wave-packet dynamics of diatomic molecules by employing intense pump and probe laser pulses with pulse durations that are significantly shorter than the molecular vibration period [1–5]. In particular, the dynamics of the wave-packet motion for processes such as dissociation and Coulomb explosion are investigated experimentally and theoretically by analysing kinetic-energy-release (KER) spectra as functions of the adjustable pump–probe delay in both the smallest diatomic molecules, H2 and D2 [3–8], as well as in heavier diatomic molecules, such as O2, N2, CO [9–12], and noble-gas dimers [13, 14]. More recently, these time-resolved investigations of the nuclear dynamics in small molecules were extended from the infrared (IR) spectral range to the extreme ultraviolet (XUV) domain in XUV-pump–XUV-probe experiments at free-electron laser facilities [15–17].

In a typical pump–probe experiment the pump pulse ionizes the neutral molecule while a delayed probe pulse dissociates the molecular ion, thereby revealing the nuclear dynamics in the bound and dissociating molecular ions in KER spectra. For instance, immediately following the single ionization of a D2 molecule in an intense few femtosecond (fs) pump pulse, a nuclear vibrational wave packet is launched and propagated in the lowest 1sσg adiabatic potential curve of the molecular ion (figure 1). Experimentally, the KER spectrum is measured as a function of the pump–probe delay, from which the internuclear distance (R)-dependent probability density of the vibrational wave packet can be reconstructed by
The alternative analysis is based on the Fourier transformation of the time- and internuclear-separation-dependent wavefunction probability density or, equivalently, on the Fourier transformation of the delay-dependent KER spectra. This frequency-domain analysis allows for the extraction of the distribution of stationary vibrational states and the mapping of the nuclear potential curves of the molecular ions [5–8]. The method was applied in dissociative ionization calculations for the D$_2^+$ molecule [5–8] and later extended to heavier molecules [10, 11]. It was validated in a proof-of-principles experiment for D$_2^+$ [5].

Throughout this publication we neglect molecular rotation and discuss numerical models that assume molecular alignment along the polarization direction of linearly polarized laser pulses. The neglect of molecular rotation is justified if the delay between pump and probe pulse is significantly shorter than the rotational period $T_{\text{rot}}$ of the parent molecule and molecular ion [1–5, 9, 10, 12–16, 20]. The assumption of molecular alignment is valid, even though the gaseous target molecules are randomly oriented in the vast majority of pump–probe experiments performed to date, as the coincident detection of molecular fragments allows for the ‘post selection’ after laser-induced dissociation of a subset of aligned molecules. For pump–probe delays that are of the order of or larger than $T_{\text{rot}}$, the vibrational and rotational molecular dynamics needs to be taken into account. For the modelling and interpretation of ro-vibrational KER spectra we refer to [6].

We first briefly review the modelling and analysis of KER spectra in the time domain (section 2.1) and then supplement the discussion of pump–probe-delay-dependent KER spectra by their analysis in the frequency domain (section 2.2). In section 3 we discuss numerical examples for the nuclear vibrational motion in D$_2^+$, O$_2^+$, and noble-gas dimer molecular ions in the time and frequency domains and relate characteristic features that are best identified in either one or the other domain to measured KER spectra. We conclude with a brief summary and outlook in section 4. We use atomic units (au) throughout this work unless indicated otherwise.

2. Modelling the laser-induced nuclear dynamics and KER spectra

2.1. Time-domain analysis

We model the nuclear dynamics in the pump–probe sequence (figure 1), where the pump pulse ionizes the neutral diatomic molecules and a delayed probe pulse destructively images the nuclear motion in the molecular ion. We assume a delay $\tau$ between the temporal centres of the two pulses. The laser electric field is modelled as a cosine wave within a Gaussian envelope and is linearly polarized along the internuclear axis. In all numerical results discussed in section 3 we assume that the neutral diatomic molecules were singly ionized by an intense short laser pulse. We approximate the quantum states of the resulting molecular ion as adiabatic Born–Oppenheimer (BO) states and truncate the BO expansion. We outline our numerical model by including only the lowest and the first
excited adiabatic state. However, the following description can easily be extended to include more than two terms in the BO expansion. Neglecting molecular rotation, the wavefunction of the diatomic molecular ion is then given by

$$\Phi(\vec{r}, R; t) = \frac{1}{\sqrt{2}}[\Psi_1(R, t) \chi_1(\vec{r}, R, t) + \Psi_2(R, t) \chi_2(\vec{r}, R, t)],$$

(1)

where \(\Psi_1\) and \(\Psi_2\) are nuclear wavefunctions, \(\chi_1\) and \(\chi_2\) the ground and first excited BO electronic states, and \(\vec{r}\) collectively denotes all electronic position vectors. For the simplest molecular ion, \(\text{H}_2^+\), the indices 1 and 2 correspond to the adiabatic states \(1s_\sigma^+\) and \(2p_\pi\), the indices 1 and 2 correspond to the electronic states 1 and 2 with well-defined parity this leads to coupled equations

$$\frac{\partial}{\partial t} \begin{pmatrix} \Psi_1(R, t) \\ \Psi_2(R, t) \end{pmatrix} = \begin{pmatrix} \mathcal{T}_R + V_1(R) & d_{12}(R)E(t - \tau) \\ d_{12}(R)E(t - \tau) & \mathcal{T}_R + V_2(R) \end{pmatrix} \begin{pmatrix} \Psi_1(R, t) \\ \Psi_2(R, t) \end{pmatrix},$$

(3)

for the time evolution of the nuclear wavefunction components, where \(\mu\) is the reduced mass of the nuclei, \(\mathcal{T}_R = -\frac{1}{2}\frac{\partial^2}{\partial \vec{r}^2}\) is the nuclear kinetic energy operator, and \(V_1(R)\) and \(V_2(R)\) denote the lowest two BO potential curves of the molecular ion. The dipole coupling between the two adiabatic electronic states in the presence of laser fields is defined as \(d_{12} = \langle \Psi_1|\vec{r}|\Psi_2 \rangle\). We numerically solve equation (3) using the Crank–Nicolson finite-difference method [8, 23].

Prior to the pump pulse, the two states in equation (3) are decoupled, and the nuclear wavefunction \(\Psi_1\) evolves as a bound nuclear wave packet on the adiabatic potential curve \(V_1\), undergoing characteristic cycles of dephasing and revival [8, 18]. The amplitudes \(\{a_\mu\}\) in equation (2) remain time-independent between the assumed instantaneous initial ionization by the pump pulse at \(t = 0\) and the onset of the probe pulse [7]. During this time interval, the nuclear probability density can be written as

$$\mu(R, t) = \int dr |\Phi(\vec{r}, R; t)|^2 = |\Psi_1(R, t)|^2 + |\Psi_2(R, t)|^2$$

$$= \sum_\mu |a_\mu|^2|\phi_\mu(R)|^2 + \sum_{\mu \neq \nu} a_\mu^* a_\nu e^{-i(E_\nu - E_\mu)\tau} \phi_\mu^*(R) \phi_\nu(R).$$

(4)

The diagonal term (first term in the second line) is time independent and gives a large incoherent background to the wavefunction probability density. We subtract this diagonal contribution from the probability density to eliminate the dominant incoherent static terms in equation (4).

2.2. Frequency-domain analysis

Quantum-beat (QB) spectra (also referred to as ‘power spectra’) are obtained by Fourier transforming the nuclear probability density as a function of the propagation time, separately for each internuclear distance \(R\). Each of the QB frequencies can be linked to the contributing vibrational energy levels of the potential curve, and the derivative of the molecular potential energy curve can be mapped from the power spectra [8].

We Fourier transform the coherent (time-dependent) terms in equation (4) over the finite time \(T\) and take the square of the result to obtain the power spectrum

$$P(R, \omega; T) = \left| \sum_{\mu, \nu = 0}^N a_\mu^* a_\nu \phi_\mu^*(R) \phi_\nu(R) \delta_T (\Delta \omega_{\mu, \nu} - \omega) \right|^2,$$

(5)

where the broadened \(\delta\)-function is defined as

$$\delta_T (\Omega) = \frac{1}{2\pi} \int_0^T d\tau e^{i\Omega \tau} = \frac{1}{\Omega} e^{i\Omega T/2} \sin(\Omega T/2)$$

(6)

and centred at the QB energies \(\Delta \omega_{\mu, \nu} = \omega_\nu - \omega_\mu\). It is broadened due to the Fourier transformation over a finite time interval. Equation (6) applies to free propagation of the nuclear vibrational wave packet only. If the action of the probe laser pulse is to be included, the power spectrum must be calculated numerically and the maximal time \(T\) is associated with the interval over which pump–probe delays are sampled. In the limit of large sampling times, \(\delta_T\) becomes identical to the usual Dirac \(\delta\)-function, and the power spectrum \(P(R, \omega; \infty)\) reproduces the QB spectrum at infinite resolution. Further details on the properties and interpretation of \(P(R, \omega; T)\) can be found in [8].

For simulating the KER spectra, we numerically propagate the coupled equations (3) for a sufficiently long time \(T\) (several hundreds of fs up to a few ps), including the field-free propagation of the nuclear wave packets after the action of the probe pulse. This allows us to separate the bound and dissociating parts of the nuclear motion by selecting an internuclear cutoff distance \(R_1\) that provides an effective range for the bound nuclear motion. The bound motion of the wave packet remains restricted to distances \(R < R_1\), while the probability current associated with the dissociation of the
molecular ion is associated with \( R > R_1 \). As an example, figure 2 shows the probability density of \( \text{Kr}_2^+ \) in a 60 fs (FWHM in field strength), \( 10^{14} \) W cm\(^{-2} \), 800 nm probe pulse, \( \tau = 140 \) fs in the electric field of a 60 fs, \( 10^{14} \) W cm\(^{-2} \), 800 nm probe pulse. In numerical tests, we found that further subtracting the large incoherent static contribution from \( R = \Delta R \) equidistant grid spacing \( \Delta R \), and number of equidistant time steps \( \Delta t \). The numerical parameters for the nuclear wave-packet evolution shown in figure 2 are \( R_{\text{max}} = 100, \Delta R = 0.01, \) and \( \Delta t = 1 \).

Fourier transformation of the dissociating portions of the nuclear wave packets over the interval \([R_1, R_{\text{max}}]\) yields the momentum representations of the dissociating wave packets \([10, 11]\)

\[
\Psi_{i}^{\text{diss}}(P, T) = \int_{R_1}^{R_{\text{max}}} dR \Psi_{i}(R, T) e^{-iPR}, \quad i = 1, 2. \tag{7}
\]

The distribution of fragment KERs is now given by

\[
C^{\text{diss}}(E, \tau) \propto |\Psi_{1}^{\text{diss}}(P, T)|^2 + |\Psi_{2}^{\text{diss}}(P, T)|^2, \tag{8}
\]

where \( E = \frac{\hbar^2}{2M} \) is the kinetic energy per fragment. After subtracting the large incoherent static contribution

\[
C^{\text{diss}}_{\text{coh}}(E) = \frac{1}{T} \int_{0}^{T} d\tau C^{\text{diss}}(E, \tau) \tag{9}
\]

from \( C^{\text{diss}} \), we obtain the power spectrum as a function of the QB frequency \( f = \omega / 2\pi \),

\[
P^{\text{diss}}(E, f) = \left| \int_{0}^{T} d\tau C^{\text{diss}}_{\text{coh}}(E, \tau) e^{-i2\pi f \tau} \right|^2. \tag{10}
\]

Example power spectra for various diatomic molecules will be discussed in section 3 below. These examples are based on ‘snapshots’ of the nuclear probability density equation (4) taken at time \( t = \tau + 50 \) fs, i.e. 50 fs after the end of the Gaussian probe pulse. In numerical tests, we found that further increasing the propagation time does not noticeably change the numerical results discussed in this publication.

We note that the ‘virtual detector’ (VD) method is an efficient alternative computational scheme for extracting momentum distributions from numerical position-space wavefunctions without propagating the wave packet over a large numerical grid. This method consists in calculating momentum expectation values of the fragment momenta over a small position-space interval at the edge of the numerical grid at every time step and combines fragment momenta that fall into small momentum bins into a histogram. This histogram is then converted into a KER spectrum \([11, 24]\). For all numerical examples shown below, the two methods, equation (10) and the VD approach, provide indistinguishable results on the graph shown in this work.

3. Numerical results for the nuclear dynamics and KER spectra

In this section, we discuss probability densities, power spectra, and nuclear KER spectra for selected diatomic molecules in the strong laser fields.

3.1. \( \text{D}_2 \) molecules

Starting with the simple molecular ion \( \text{D}_2^+ \), we present the wave-packet evolution on the 1s\( \sigma_g \) adiabatic potential curve in the time and frequency domains. The anharmonicity of the potential curve causes the wave packet to dephase. This dephasing is followed by periodic wavefunction revivals \([10, 21]\). Features of this vibrational revival phenomenon give information about the energetic spacing and nodal structure of the relevant vibrational levels, the initial wave packet, and the nuclear vibrational dynamics. Figure 3 shows probability densities as a function of propagation time and internuclear distance \( R \), along with the corresponding power spectra. The vibrational oscillation period in \( \text{D}_2^+ \) is about 20 fs and the full revival time is approximately 590 fs (figure 3(a)). The power spectrum in figure 3(b) shows distinct quantum beats below 50 THz. Each vertical ‘QB line’ has a nodal structure along the \( R \) axis that reveals the combined nodal structure of the two beating vibrational levels (cf equation (5)). For example, the quantum-beat frequency line at 47 THz has one node, indicating beating between the first and second vibrational eigenstates in the 1s\( \sigma_g \) adiabatic electronic state of \( \text{D}_2^+ \). In addition, the contour of the 1s\( \sigma_g \) potential curve (more accurately stated, of the derivative of the 1s\( \sigma_g \) potential curve \([8]\)) is clearly visible in the power spectrum (figure 3(b)). The large yields in figure 3(b) with the closest spacing in QB frequencies extending up to about 48 THz correspond to QBs between successive vibrational levels \( v \) and \( v+1 \). The sequence of fainter lines separated by about twice the frequency of the \((v, v+1)\) series of vertical lines is due to QBs between the next nearest vibration levels \( v \) and \( v+2 \). The faintest vertical lines correspond to the \((v, v+3)\) and higher QB series.

The ‘Floquet picture’ is commonly used for explaining molecular dynamics in laser pulses \([23, 25]\). In this picture, due to the presence of an oscillating electric field, eigenstates of the free molecule evolve as so-called field-dressed states (figure 4(a)). These field-dressed states are separated...
energetically by a photon energy (thin black lines in figure 4(a) corresponding to one-photon field-dressed states). Coupling of the nuclear motion and the electric field leads to avoided crossings of Floquet states. Avoided crossings of the 1sσg and 2pσu states of D2+ are separated by an odd number of photons (1ω, 3ω, . . .), due to parity conservation (thick blue lines in figure 4(a)). Depending on the laser intensity, the more energetic upper field-dressed potential curve may form a potential well near the avoided crossing point in which molecular probability density can be trapped. This ‘bond-hardening (BH) well’ changes its shape with increasing laser intensity and is centred at the internuclear distance R = 4.8 in the power spectra in figures 4(a) and (b). This spectrum is calculated for 20 fs, 800 nm, 10^{13} W cm^{-2} peak intensity probe pulses and distorted compared to the field-free spectrum in figure 3(b). It maps the field-dressed 1sσg and 2pσu potential curves. Several features, including bond softening (BS) below the avoided crossing and BH [7, 26], can be recognized and were studied for different probe-laser parameters in [7].

Figure 5 summarizes the measured and calculated proton energy as a function of the pump–probe delay in the dissociation process D2+ → D+ + D and corresponding power spectra. The measured wave-packet oscillation period of ~20 fs in the 1sσg state and revival time of ~580 fs in figure 5(a) are reproduced in the calculation (figure 5(c)). A fractional revival is visible near delays of 290 fs. The monotonously decreasing line in figure 5(a) starting at 2 eV and ~40 fs delay is due to ‘delayed dissociation’ [20], i.e. partial dissociative ionization by the pump pulse followed by ionization of the remaining bound part of the wave packet by the probe pulse. This process is not included in the simulated KERs in figure 5(c). Power spectra for the dissociation of D2+ are shown in figures 5(b) and (d) as functions of the internuclear distance R and the QB frequency for 10 fs, 800 nm, 3 × 10^{14} W cm^{-2} laser pulses [5].

The inset in figure 5(b) displays the measured temporal profile of the pump and probe pulses used in the experiment. The superimposed white contour lines in figure 5(b) show numerical results that were computed for this experimental probe-pulse profile. The oscillation periods and revival times calculated in figure 5(c) without including the probe pulse agree with the measured values in figure 5(a). The comparison of the power spectra in figures 4(b) and 5(b) reveals similar QB frequencies for the propagation of the D2+ nuclear wave packet with and without the presence of the probe laser pulse. This allows us to use parameters extracted from field-free propagation calculations as a guide for the analysis of measured spectra, in order to identify transient adiabatic states relevant to the dynamics of diatomic molecular ions with a large number of adiabatic electronic states.

3.2. O2 molecules

For heavier diatomic molecules such as O2+, the vibrational nuclear dynamics is more complicated than in D2+ due
to the presence of many adiabatic states that might be intermittently populated during the dissociative ionization. Figure 6 shows probability densities and power spectra for field-free propagation on the \(A^2\Pi_u\) and \(a^4\Pi_u\) states of \(O_2^+\) as an example. The oscillation periods (36 fs for the \(A^2\Pi_u\) and 34 fs for the \(a^4\Pi_u\) state) and revival times (1.2 ps for the \(A^2\Pi_u\) and 1.4 ps for the \(a^4\Pi_u\) state, respectively) extracted from these calculations can be used as a guide for identifying relevant adiabatic states involved in the nuclear dynamics after comparing them to the measured values [9–11]. Again, as for \(D_2^+\), the power spectra for \(O_2^+\) show QB frequencies. These frequencies and the \(R\)-dependent nodal structure reveal pairs of beating vibrational eigenstates within the given adiabatic state of the molecular ion. The field-free adiabatic potential curves \(A^2\Pi_u\) and \(a^4\Pi_u\) of \(O_2^+\) can be deduced from the power spectra.

Figure 7 summarizes the power spectra for different laser-field parameters and corresponding field-free (thin black) and field-dressed (thick blue lines) \(a^4\Pi_u\) and \(f^4\Pi_g\) potential curves of \(O_2^+\). The FC regions are indicated as green shaded areas, and the red horizontal lines correspond to the FC probabilities \(\{|a_{ij}|^2\}\). The \(a^4\Pi_u\) state, dipole-coupled to the \(f^4\Pi_g\) state,
Figure 7. (a)–(d) Power spectra from calculations simulating the propagation of vibrational wave packets in the \(a^4\Pi_u\) and \(f^4\Pi_g\) adiabatic states of the \(\text{O}_2^+\) molecular ion (logarithmic colour/greyscale) that are dipole-coupled by the electric field of the probe pulse. The probe pulses have a length of 20 fs (FWHM in field strength), wavelengths (a), (b) 1400 nm, (c) 800 nm, (d) 400 nm, and peak intensities (a) \(10^{12} \text{ W cm}^{-2}\), (b), (c), (d) \(10^{14} \text{ W cm}^{-2}\). The delay range \(T\) covers 12 ps. (e)–(h) Corresponding field-dressed adiabatic potentials, based on adiabatic potential curves and dipole coupling elements from the footnote (see footnote 3). Green shaded areas indicate the FC region, and the red horizontal lines correspond to the FC probabilities \(\{|a_\mu|^2\}\) at the corresponding stationary vibrational-state energies \(\{\omega_\mu\}\).

Figure 8. (a) (b) Measured [10, 11] and (c), (d) calculated KER spectra for \(\text{O}_2^+ \rightarrow \text{O}^+ + \text{O}\) dissociation in 10 fs 800 nm, \(4 \times 10^{14} \text{ W cm}^{-2}\) peak intensity laser pulses. The calculated KERs in (c), (d) include a 100 fs, 800 nm, \(5 \times 10^{11} \text{ W cm}^{-2}\) peak intensity Gaussian pedestal. (a), (c) KERs as a function of the pump–probe delay. (b), (d) Corresponding power spectra (propagated 800 fs past the Gaussian 10 fs pulse) for a delay range of \(T = 2\) ps. Adapted with permission from [10]. © 2011, American Physical Society.

results in power spectra that are quite different for all of the cases shown.

The effects of the probe-pulse electric field on the molecular potential curve become clear by comparing figures 7(a) and (b). As the pulse intensity increases, the dressed potential curves widen. This effect is further enhanced by increasing the pulse frequency in figures 7(c) and (d). For different photon energies and peak intensities, the \(1\omega\) crossings of the \(f^4\Pi_g\) and \(a^4\Pi_u\) states occur at different internuclear distances, and the corresponding BH wells are located at different internuclear distances \(R = 3.5\) (figure 7(e)), 3.1 (figure 7(f)), 3.2 figure (7(g)), and 3.0 (figure 7(h)).
Figures 7(d) and (h) show the power spectra for 400 nm probe pulses and the corresponding field-dressed potential curves. Compared to the 800 nm spectra in figures 7(c) and (g) these power spectra differ substantially. For 800 nm probe pulses, most of the wave packet is trapped in the $a^4\Pi_u$ potential well, whereas for 400 nm probe pulses a significant portion of the nuclear probability density appears to be absent due to BS dissociation.

Figure 8 compares measured and calculated KER spectra as a function of pump–probe delay and QB frequencies for the $\text{O}_2^+ \rightarrow \text{O}^+ + \text{O}$ dissociation process with 10 fs width, 800 nm, $4 \times 10^{14}$ W cm$^{-2}$ peak intensity probe pulses. Details on measurements and calculations are given in [10, 11]. The KER spectra display energy bands separated by 0.1 eV and oscillations with a period of about 33 fs. The horizontal energy bands correspond to KERs from the vibrational energy levels of the $a^4\Pi_u$ adiabatic state starting from the $\nu = 10$ vibrational level that is energetically just above the dissociative limit of the $a^4\Pi_u$ and $f^4\Pi_g$ states. The oscillatory structure along the pump–probe delay axis is consistent with the wave-packet oscillation period in the $a^4\Pi_u$ state. The above observations allow us to conclude that the $a^4\Pi_u$ and $f^4\Pi_g$ states are the main contributors in the $\text{O}_2^+$ dissociation dynamics. In addition to the main $4 \times 10^{14}$ W cm$^{-2}$ pulse, a weak $5 \times 10^{11}$ W cm$^{-2}$ pedestal with 100 fs pulse length was added in the numerical simulation to yield the energy-band structure. If no pedestal were added, this energy-dependent structure in the KER spectra would be absent.

Typically, several intermediate states contribute to the same KER. To identify electronic states that contribute to the experimentally-observed molecular dynamics, we derive the following scheme from the preceding discussion. We first calculate time-dependent probability density spectra and quantum-beat frequencies for each adiabatic molecular potential curve independently and compare respective calculated KER spectra—in both the time and QB frequency domain—with available experimental data, in order to assess the relevance of the selected adiabatic potential curve. Having identified the most relevant adiabatic electronic states, we include laser-induced dipole couplings between two (or more) preselected adiabatic electronic states and again compare the resulting KER spectra with experimental results. Should the
comparison not be satisfactory, we modify the set of relevant states, possibly including additional adiabatic states to the coupled-state calculation [10, 11].

### 3.3. Noble-gas dimers

In comparison to O$_2$, noble-gas dimers feature a greatly reduced number of relevant adiabatic dimer cation states [13]. Figure 9 shows adiabatic potential curves of the noble-gas dimers without (panels a–e) and with (panels f–i) spin–orbit couplings (see footnote 3). Figure 10 exhibits probability densities and corresponding power spectra for the nuclear vibrational wave-packet propagation on the adiabatic $^2\Sigma_u^+$ potentials of the noble-gas dimer ions. The oscillation frequency, noticeable in the probability density spectra (left panels), decreases with the mass of the dimer. For heavier dimers, the wave packet moves more slowly on the $^2\Sigma_u^+$ state, resulting in larger oscillation periods. The number of oscillations completed before vibrational dephasing increases with the dimer mass and the quantum revival time are an order of magnitude larger for Xe$_2^+$ than for He$_2^+$ [13]. The QB frequencies are spaced more densely as the mass of the dimer increases (figures 10(b)–(j)). This is due to the fact that for heavier dimers the potential wells of the $^2\Sigma_u^+$ adiabatic potential curves are deeper and accommodate a larger number of vibrational states than in lighter dimers. The nuclear dynamics in laser-excited noble-gas dimer cations thus increasingly resembles classical nuclear motion for growing dimer mass.

Figure 11 summarizes the power spectra and corresponding field-dressed potential curves for Ne$_2^+$ in $10^{12}$ W cm$^{-2}$, 200 fs probe laser pulses with wavelengths of 1400 nm (figures 11(a) and (c)) and 800 nm (figures 11(b) and (d)). The outer classical turning points of the adiabatic field-dressed potential are mapped better for 800 nm pulses in figure 11(b) than for 1400 nm pulses (figure 11(a)), since the 800 nm BH well is deep enough to trap a significant part of the wave packet (cf figures 11(c) and (d)). For 800 nm wavelength pulses, the one-photon crossing appears at smaller internuclear distances than for 1400 nm pulses. Figures 11(c) and (d) indicate that the majority of the wave packet can be trapped by the BH well at internuclear distances between 4 and 7 au; this is corroborated by figures 11(a) and (b) as the majority of the wave packet yield is located in that same range.

Figure 12 summarizes the power spectra and corresponding field-dressed potential curves for Ar$_2^+$ in $10^{12}$ W cm$^{-2}$, 80 fs probe laser pulses with a wavelength of 1400 nm. The one-photon BH well is mapped comparatively better for $^2\Sigma_u^+$ and $^2\Sigma_g^+$ potential curves in figure 12(a) than the shallower BH well of the field-dressed $I(1/2)_u$ and $I(1/2)_g$ curves in figure 12(b).

To investigate the effect of fine-structure splitting on the nuclear motion we compare calculated power spectra $P(R,\omega,\tau)$ based on the adiabatic potential curves $I(1/2)_u$ and $I(1/2)_g$ including spin–orbit interactions with the results based on the adiabatic potential curves $^2\Sigma_u^+$ and $^2\Sigma_g^+$ that were computed without including spin–orbit interactions for Ar$_2^+$ (figure 12), Kr$_2^+$ (figure 13), and Xe$_2^+$ (figure 14). With increasing dimer mass, spin–orbit coupling becomes more relevant, and the $I(1/2)_u$ and $I(1/2)_g$ fine-structure splitting increases. This causes the BH well in Kr$_2^+$ (figure 13(d)) to become shallower than in Ar$_2^+$ (figure 12(d)). For the dipole-coupled
Figure 11. (a), (b) Power spectra (logarithmic colour/greyscale) and (c), (d) field-dressed potential curves for Ne$_2^+$ and 200 fs, $10^{12}$ W cm$^{-2}$ probe laser pulses with wavelengths of (a), (c) 1400 nm and (b), (d) 800 nm. Simulations based on dipole coupled $^2\Sigma_+^+$ and $^2\Sigma_+^-$ potential curves, not including fine-structure splitting. (c), (d) Field-dressed potential curves (thick blue curves) and corresponding field-free $^2\Sigma_+^+$ and $^2\Sigma_+^-$ adiabatic potential curves (thin black lines). Green-shaded areas indicate the FC region. Red horizontal lines show the FC probabilities $\{|a_\mu|^2\}$ at the corresponding stationary vibrational-state energies $\{\omega_\mu\}$.

Figure 12. (a), (b) Power spectra (logarithmic colour/greyscale) and (c), (d) field-dressed potential curves for Ar$_2^+$ in 80 fs, $10^{12}$ W cm$^{-2}$, 1400 nm probe laser pulses. (a) Simulations based on dipole coupled $^2\Sigma_u^+$ and $^2\Sigma_g^+$ potential curves, not including fine-structure splitting. (b) Simulations based on the dipole-coupled $I(1/2)_u$ and $II(1/2)_g$ potential curves, including fine-structure splitting. (c) Field-dressed potential curves (thick blue curves) and corresponding field-free $^2\Sigma_u^+$ and $^2\Sigma_g^+$ potential curves (thin black lines). (d) Field-dressed potential curves (thick blue curves) and corresponding field-free $I(1/2)_u$ and $II(1/2)_g$ adiabatic potential curves (thin black lines). Green-shaded areas indicate the FC region. Red horizontal lines correspond to the FC probabilities $\{|a_\mu|^2\}$ at the corresponding stationary vibrational-state energies $\{\omega_\mu\}$. 
$2\Sigma_u^+$ and $2\Sigma_g^+$ states, the BH wells for Ar$^+_{2}$(figure 12(c)) and Kr$^+_{2}$(figure 13(c)) are deeper compared to the $I(1/2)_{u}$ and $II(1/2)_{g}$ states (figures 12(d) and 13(d)). For Xe$^+_{2}$, the fine-structure splitting exceeds the photon energy at 1400 nm and the $I(1/2)_{u}$ and $II(1/2)_{g}$ adiabatic potential curve one-photon crossings are absent (figure 14(d)).

4. Summary and outlook

We studied the bound and dissociative nuclear motion of vibrationally excited diatomic molecular ions in the time and frequency domains. While the time-domain KER spectra display oscillation periods, revival times, and the nuclear-probability-density evolution, QB imaging in the frequency domain complements time-domain investigations of the nuclear dynamics by revealing (i) QB frequencies and the nodal structure of vibrational states within a given adiabatic molecular potential curve and (ii) laser-electric-field-dressed molecular potential curves. QB frequencies, wave-packet oscillation periods, and revival times are characteristics that indicate which adiabatic states of a photo-excited diatomic molecular ion are transiently populated during its bound or dissociative motion. Identifying these relevant potentials’ curves by the combined analysis of experimentally-measured
KER spectra in the time and frequency domains, in comparison with simulated KER spectra, provides a powerful tool for analysing the nuclear dynamics in diatomic molecules and for identifying nuclear dissociation (and reaction) pathways. Due to the weak binding of noble-gas dimer cations and a small number of relevant electronic states, noble-gas dimers, in particular, are ideal targets for modelling the nuclear dissociation dynamics, allowing for the scrutiny of details such as the existence and relevance of transient BH states in field-dressed molecular potential curves. To identify states relevant in the dissociation dynamics, we discussed a scheme in which wave-packet propagation calculations are first performed separately for individual adiabatic potential curves, allowing for the selection of relevant adiabatic electronic states by identifying characteristic features (such as revival times, oscillation periods and quantum-beat frequencies) that the simulated time- and frequency-domain spectra have in common with measured KER spectra. Finally, after selecting the closest matches to the measured spectra, we carried out more complex calculations including the dipole coupling of these preselected states in the laser pulses. The QB imaging technique allows for the direct mapping of adiabatic nuclear potential curves and provides the distribution of stationary states relevant in the dissociation dynamics, allowing for the scrutiny of details such as the existence and relevance of transient BH states in field-dressed molecular potential curves.
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