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We compare the resonant neutralization dynamics of hydrogen anions in front of plane Ag surfaces of
symmetries(100) and (111) using a Crank–Nicholson wave-packet propagation method. For the Ags100d
surface, the surface state, degenerate with the valence band, rapidly decays while being populated by the ion.
For Ags111d, in contrast, the population of a quasi-local Shockley surface state inside the projectedL-band gap
impedes the electron decay into the bulk along the direction normal to the surface. This difference in the decay
pattern strongly affects the survival of 1 keV ions scattered from these surfaces. Scattering off the Ags111d
surface results in about an order of magnitude higher ion-survival as a function of the exit angle with respect
to the surface plane compared to that off Ags100d. Results for Ags111d show good agreement with measure-
ments[Guillemot and Esaulov, Phys. Rev. Lett.82, 4552(1999)].
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I. INTRODUCTION

Electron transfer processes between an atomic or a mo-
lecular ion and a surface of a metal or a semiconductor are
important in several branches of physics and chemistry.
Since the electron affinity of the atomic anions is sufficiently
higher than the typical Fermi energy of most FCC-metal sur-
faces, the transfer of electrons from the ion to the surface is
predominantly of single-electron nature. This process of
resonant charge transfer(RCT) can be characterized as the
tunneling of the electron through a potential barrier formed
by the ion and the bulk-vacuum interface of the surface. RCT
in ion-surface collisions is an intermediate mechanism in
complex phenomena related to the development of ion
sources, plasma-wall interactions, secondary ion mass spec-
troscopy, and reactive ion etching[1,2]. Innovations, such as
semi-conductor miniaturization, are driven by advances in
thin-film-deposition techniques where inherent surface-
chemical reactions involve the RCT process.

A few years ago, it was predicted[3,4] and experimen-
tally confirmed [5] that RCT in ion-surface interactions is
strongly influenced by the projected band gap of the crystal
along the surface normal. This happens because the gap pre-
vents electron penetration normal to the surface, which is the
favorable direction for RCT. On the other hand, a variation in
the crystallographic symmetry of the surface can alter the
substrate electronic structure to a large extent while the band
gap may still exist. This can considerably influence the trans-
fer dynamics which is shown in an extensive study of H−

ions impinging on Cu surfaces of symmetries(111) and
(100) [6]. In this study, the ion velocity was considered slow
enough to approximate adiabatic conditions. As a result, the
difference between(111) and (100) surface state electronic
structure was found to be important for intermediate ion sur-
face distances, approximately, between 3 and 8 a.u. For

closer distances, the adiabatic ion affinity level shifts towards
the vacuum energy. This was found to result in a strong
decay near the(111) surface through the conduction band
and a loss of electrons near the(100) surface via population
of image states.

We consider fast H− ions with an incident kinetic energy
of 1 keV in the present study, since measurements[5] are
available at this beam energy. Further, energetic ions ensure
shorter ion-surface effective interaction times. This will help
understand dynamical effects as a deviation from pure adia-
batic collisions. A comparative study of two silver surfaces
of differing Miller indices (111) and (100) is made for the
first time, and the calculated ion-survival probability in col-
lisions with Ags111d is compared with the experiment[5].

Over the years, a number of nonperturbative methods
have been employed to investigate the RCT process theoreti-
cally. These include single-center basis-set-expansion[7],
complex coordinates rotation[8], two-center expansion[9],
multi-center expansion techniques[10], and the direct nu-
merical integration of the effective single-electron
Schrödinger equation by Crank–Nicholson wave-packet
propagation(CNP) [3,4,6,11,12]. Of all these methods, CNP
has an important flexibility in practical applications, besides
being mathematically more exact. It can readily be applied to
any effective potential that may be used to represent the elec-
tronic structure of substrate and projectile. As a result, in
contrast to usual expansion methods that simplify the target
to a free-electron(jellium) metal, CNP can incorporate a sig-
nificantly more detailed representation of the substrate struc-
ture. Therefore, in this method, the influence of band gaps
[3,5], surface states, and image states on the RCT dynamics
can be addressed more directly and conveniently.

We use a CNP methodology to perform our calculations.
In the following section, we describe potentials and some
essential aspects of the theory. The subsequent section pre-
sents a discussion of our results. We summarize and make
concluding remarks in the final section. Unless stated other-
wise, we use atomic units.
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II. POTENTIALS AND PROPAGATION

We model the Ags100d and Ags111d surface by a one-
dimensional(1-d) [in the co-ordinateszd along the surface
normal] semi-empirical single-electron effective potential,
constructed from pseudopotential local density calculations
[13]. This potential has the following analytic form:

Vsurfszd = V1szd + V2szd + V3szd + V4szd, s1d

where

V1szd = A10 + A1 cosS2p

as
zD, z, 0, s2ad

V2szd = − A20 + A2 cosfbzg, 0 , z, z1, s2bd

V3szd = A3 expf− asz− z1dg, z1 , z, zim, s2cd

V4szd = 27.21eV
expf− lsz− zimdg − 1

4sz− zimd
, zim , uzu. s2dd

The Ag atomic layers are separated by the lattice constantas
[=3.853a0 for Ags100d and =4.430a0 for Ags111d]. The top-
most layer of lattice points definesz=0. Following Ref.[13],
the sets of four independent parameters in Eqs.(2) for both
surfaces are

A10seVd A1seVd A2seVd bsa0
−1d

Ag(100) −9.30 5.04 3.8808 2.4222

Ag(111) −9.64 4.30 3.8442 2.5649

The remaining six parameters are determined by making the
logarithmic derivative of the potential continuous every-
where in space. The parameterzim, that defines the image
plane position, thus becomes 2.064a0 for Ags100d and
2.216a0 for Ags111d.

These potentials yield very different electronic structures
for the surfaces.(All the energies in the spectrum are ex-
pressed with respect to the vacuum energy.) The Ags100d
surface has the bottom of a projectedX-band gap at
−2.92 eV, but the gap extends beyond the vacuum energy up
to 2.14 eV. There occurs a surface state at −3.05 eV that is
degenerate with the valence band. The Ags100d potential
also supports a Rydberg series of image states inside the
band gap. The energies of the first two image states areE1
=−0.53 eV andE2=−0.17 eV. For Ags111d, a projected
L-band gap exists between −0.6 and −5.0 eV. A surface state
at −4.56 eV occurs inside this gap. The first image state at
E1=−0.77 eV lies just below the upper edge of the band gap
while higher image states are degenerate with the conduction
band.

A spherically symmetric effective single-electron poten-
tial is used to describe the H− ion [14]. The potential models
the interaction of the active electron with a polarizable core.
A regularized version of this potential[15],

Vion =
gU

ÎmU2 + 1
, s3d

where

Usrd = − s1 + 1/rdexps− 2rd − sa/2r4dexps− b/r2d, s4d

is employed to ensure good numerical accuracy for small
radial co-ordinates. Herer denotes the distance from the hy-
drogen core, whose polarizabilitya is 4.5. The parameterb is
set to 2.547. On a 3-d gridsr =Îx2+y2+z2d, m=0.1156 and
g=1.107yield an electron affinity of0.76 eV f15g. How-
ever, to suit our reduced-dimensionality calculations, we
reparametrizedm and g sm=0.1417,g=0.3923d for a 2-d
H− ion in order to ensure the same electron affinity.

CNP[11,12] is applied on the initial unperturbed H− wave
function fionsrWd. The propagation is carried out over a 2-d
numerical grid in which the metal continuum is approxi-
mated by free electronic motion in thex direction, parallel to
the surface. This renders the surface translationally invariant
in the parallel direction. The time-dependent electronic wave
function FsrW ,td is a solution of the time-dependent
Schrödinger equation with the Hamiltonian

H = H8 + Hfree, s5d

where

H8 = −
1

2

d2

dz2 + Vion + Vsurf, s6ad

Hfree= −
1

2

d2

dx2 . s6bd

For fixed ion-surface distancesD, the Hamiltonian(5) is
time-independent(static case). The corresponding propaga-
tion over timet yields

FsrW, t + Dt;Dd = expf− iHsDdDtgFsrW, t;Dd, s7d

where the initial wave packetFsrW ,t=0;Dd=fionsrW ;Dd. We
approximate the time evolution operator by the split op-
erator expression

exps− iHDtd < exps− iH freeDt/2dexps− iH8Dtd

3exps− iH freeDt/2d. s8d

The unitary and unconditionally stable Cayley schemef11g
is used to evaluate the exponential operators in Eq.s8d.

We construct a grid which includes 100 atomic layers of
bulk and extends toz=100 on the vacuum side. This repre-
sents well the important surface and bulk properties along
the z direction. The grid extends fromx=−120 tox=120 in
the parallel direction. The operators are discretized over this
grid using a three-point differentiation formula, and the
Crank–Nicholson algorithm is applied via diagonalization of
a tridiagonal matrix in order to obtainFsrW ,td at every time
step[11]. Grid spacingsDz=0.2 andDx=0.3 were found to
be adequate.

At each time step, the ionic survival amplitude(autocor-
relation) is calculated as the overlap
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Astd = kFsrW,tdufionsrWdl. s9d

The real part of the Fourier transformsFTd of this amplitude
yields the projected density of statessPDOSd that exhibits
resonances corresponding to various states populated by the
ion. The energy, lifetime, and level of population of these
quasi-stationary states are directly obtained by the position,
width sFWHMd, and amplitude of the resonances. The FT of
Astd is performed by propagatingFsrW ,t ;Dd over a period
long enough forAstd to become practically zero, which im-
plies a total departure of the wave packet from the ion. The
resonance energies and widths are found well-converged for
time-stepsDt=0.2. We employ appropriate absorbers at the
grid edges in order to preempt unphysical reflection of
outgoing electron flux from grid boundaries. This enforces
the correct outgoing wave behavior of the continuum elec-
trons.

In a scattering scenario, the movement of the ion in front
of the surface invokes the time-dependence in the Hamil-
tonian (dynamic case). Sufficiently close to the surface, the
ion gradually decelerates in the normal direction along its
incoming trajectory. This is due to the repulsive interaction
between the ion-core and all surface atoms collectively. As a
result, the normal velocitysvnord of the ion becomes zero at
the point of closest approachsDclsd. For specular reflection,
the ion regains its original normal velocity. For a given initial
asymptotic kinetic energyE and angle of incidenceQ (that is
equal to the exit angle), we simulate the classical ion-
trajectory by modeling the core-surface interaction via the
“Biersack-Ziegler” interatomic potential[16], averaged over
a line of Ag atoms along the parallel direction. This defines a
Dcls as a function of the initial normal velocity,vnor

in . We did
not find that the inclusion of image interaction at large dis-
tances is of any significance in the simulation of trajectories
[17]. Under our assumption of a translationally invariant sur-
face, the parallel velocityvpar of the ion remains constant and
equal to its asymptotic value. The ionic motion is then incor-
porated in the electronic wave-packet propagation by adding

appropriate translational phases. This is done by multiplying
the wave packet with expf−isvparx+evnorz+v2t /2dg. The pa-
rametere is ±1 on the incoming and the outgoing part of the
trajectory, respectively. We evaluate the ionic survival prob-
ability long after the ion’s scattering from the surface as

P2-d
WPPsE,Qd = lim

t→`
uAstdu2, s10d

where the subscript 2-d refers to the dimensionality of the
model.

III. RESULTS AND DISCUSSIONS

A. Static case: Propagations with a fixed ion

The positions and the widths of resonances in the PDOS,
obtained via propagation at fixed ion-surface distances, are
important to describe the charge transfer interaction of a
moving ion with a surface. This is true even for relatively
fast incident ions, becausevnor at close ion-surface distances
becomes so retarded due to the surface repulsion that the
transfer dynamics approximates adiabatic conditions. We be-
gin by comparing the resonances in PDOS spectra due to
Ags100d and Ags111d for two typical ion-surface distances.

Figure 1 shows the PDOS corresponding toD=6 for both
Ags100d (dotted line) and Ags111d (solid line) surfaces. Our
numerical grid extends over a finite section of the substrate.
Since the absorption at the grid edge is not complete(even
though almost so), very weak resonances corresponding to
bulk states appear in the PDOS. These structures correspond
to valence band states of the(100), and valence as well as
conduction band states of the(111) surface(Fig. 1). The
widths of these resonances are due to their free decay in the
parallel direction. The positions of the band edges below the
vacuum energy are very well reproduced. The affinity level
resonances for(100) and(111) surfaces appear at −1.29 and
−1.79 eV, and have widths of 0.377 and 0.2 eV, respectively.
However, the difference in the character of surface state reso-
nances from one symmetry to the other is very pronounced.

FIG. 1. (Color online) The
projected density of states at the
ion-surface separationD=6 a.u.
for Ags100d and Ags111d sur-
faces. The band gaps correspond-
ing to each of the surfaces are in-
dicated as horizontal double-
headed arrows. The origin of the
energy scale is defined by the
vacuum energy.
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For the(100) surface, this resonance(at −3.37 eV) is embed-
ded in the valence band and, therefore, strongly couples with
the bulk along the normal direction. Hence, besides its decay
along the free parallel continuum, the(100) surface state
suffers an additional decay in the normal direction. In fact,
owing to its overlap with a large number of bulk states, the
latter channel is much stronger and contributes dominantly to
the large widths0.863 eVd of the resonance. In sharp con-
trast, the(111) surface state lies in the band gap and decays
only along the parallel direction, leading to a far narrower
width s0.022 eVd.

Interestingly, going toD=1 (Fig. 2), the (100) and (111)
affinity level resonances(at −0.540 and −0.791 eV, respec-
tively) are narrower than forD=6 and of nearly identical
widths (0.026 and 0.023 eV, respectively). The surface state
resonances are wider atD=1. For the(111) surface we ob-
tain a width of 0.330 eV, while the(100) resonance is so
wide that no width can be extracted in Fig. 2. Extra reso-
nance features corresponding to the image states appear just
below the vacuum level for both surfaces. This is indicative
of the fact that at such a close ion-surface distance the ion
affinity level has energetically moved closer to the image
states, leading to their population and decay(cf. Figs. 3 and
4). For the (100) surface the image states being inside the
band gap decay only into their parallel continua. In contrast,
for (111) surfaces, the proximity of the first image state to
and the degeneracy of the higher ones with the conduction
band open additional channels for these states, allowing de-
cay along the normal direction into the bulk. In order to
obtain a complete picture of the interactions among several
quasi-stationary states of the ion-surface composite, we
present in the following the position and the width of the
resonances as a function ofD.

At large distances, the energy(Fig. 3) of the affinity level
resonances for(100) (opaque circles) and (111) surfaces
(filled circles) as a function ofD are approximately identical
and, hence, show no dependence on the surface Miller index.
This is because, at these distances, the affinity level shift is
solely governed by the image-charge interaction,−1/s4Dd,
leading to a good agreement with free electron(jellium) re-
sults (not shown). However, moving belowD=10, the situ-

ation alters. While the(100) affinity level resonance begins
to shift upwards at aboutD=8, for the (111) surface, this
upward shift starts closer to the surface, atD<7, and leads
to a deeper minimum. For either surface, an avoided crossing
between the affinity level and the surface state resonance
[opaque squares for(100) and filled squares for(111) sur-
faces] develops. As a result, at smaller values ofD, the(100)
affinity level resonance moves to the close vicinity of the
image states(the first image state resonance is shown as
opaque triangles), enabling interactions of the ion with these
states. Likewise, at such small distances, the(111) affinity
level resonance moves close to the image states(not shown)
and the conduction band. With decreasingD, the (100) sur-
face state resonance, embedded in the valence band, contin-
ues to move deeper in energy from the point of the avoided
crossing. On the other hand, the(111) surface state resonance
shifts towards the valence band but gets repelled to move
upwards belowD=3, forming a minimum. This is due to its
interactions with valence band states. In general, this behav-
ior of the resonance position as a function ofD is character-
ized by the(adiabatic) repulsion between interacting states.

In Fig. 4, at large ion-surface distances, the increase in the
width of the affinity level resonances for both surfaces with
decreasingD indicates their increasingly stronger interac-
tions with the corresponding surface state and the associated
decay. The(100) surface state has an extremely efficient de-
cay channel along the surface normal due to its coupling
with the bulk states. Since this state energetically descends
into the valence band with decreasingD (Fig. 3), the effect
of this coupling enhances, resulting in an increase in its
width. The turn-around of the(100) affinity level resonance
width, forming a maximum aroundD=6, is due to the inter-
action of the respective quasi-stationary state with the sur-
face state through valence band continua. Similarly, a strong
interaction between the affinity level and surface state reso-
nance of the (111) surface is evident in the distance-
dependent widths atDø8, where a maximum in the affinity

FIG. 2. (Color online) Same as Fig. 1, but forD=1 a.u.

FIG. 3. (Color online) Energies of various resonances as a func-
tion of the ion-surface distance for Ags100d and Ags111d surfaces.
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level resonance width occurs atD<4.5. This is the conse-
quence of an indirect coupling between the corresponding
discrete quasi-stationary states through the surface state con-
tinuum. At D,3 this interaction weakens and the decay via
the image state parallel continua for the(100) and via the
image states into the metal conduction band for the(111)
surface becomes important, as the corresponding energy be-
havior suggests(Fig. 3). Simultaneously, at these distances,
the (111) surface state decays through the valence band. The
width of the first image state resonance of the(100) surface
seems to follow a similarD-dependence as that of the corre-
sponding affinity level resonance.

In the following subsection we shall show that these fixed
ion propagation results for resonant energies and widths pro-
vide a good guideline to diagnose the results for ions moving
along a physical trajectory.

B. Dynamic case: Propagations with a moving ion

We consider H− ions with an initial kinetic energy of
1 keV approaching the surface at various angles from an
asymptotic distance of 50 a.u. The ions reflect specularly
from the surface. At each angle of incidenceQ with respect
to the surface plane, the survival probability of the ion is
calculated.

Physically, the parallel continuum for the interaction is
2-d (along bothx andy directions in Cartesian co-ordinates).
One way to incorporate that is to exploit the cylindrical sym-
metry for translationally invariant surfaces[4]. On the other
hand, the translational invariance ensures symmetric degrees
of freedom alongx andy continua. Therefore, neglecting any
interaction between these continua, an alternate approach to
the static problem is to conduct the propagation with a 1-d
parallel continuum, as in the present case(Sec. III A), and
then double the widths of various resonances to approximate
the full 3-d result. In a similar calculation[6] for H− on

Cus111d this doubling of the decay-widths from 1-d con-
tinuum led to fair agreement with calculations in cylindrical
coordinates[4], barring some mismatches originating from
slightly different models of the surface potentials used. In the
conventional rate-equation approach to the dynamical prob-
lem, the survival probability is directly related to the integral
of the static ion level width. ConsideringGsDd to be the
width for a 1-d continuum, this probability is

P3-d
RatesE,Qd = expS− ÈDcls

dD8
2 3 GsD8d

vnor
in D , s11d

where the factor 2 in the exponent comes from the doubling.
Obviously, thisdoublingof the width in a rate-equation ap-
proach is equivalent tosquaringthe survival probability, Eq.
s10d, obtained in our model 1-d parallel continuum calcula-
tion. Thus, the non-adiabatic ion-survival probability in full
dimensionality is then approximated by

P3-d
WPPsE,Qd = fP2-d

WPPsE,Qdg2, s12d

which allows for the comparison with measured ion-fractions
of Ref. f5g. We note that the use ofs12d instead of the rate-
equation based results11d is consistent with earlier studies
f3,4g that showed the inadequacy of the adiabatic model un-
derlying s11d for the accuratequantitativeprediction of H−

survival fractions near Cus111d.
Our results in Fig. 5 show the percentage ion-survival.

The physical trajectory with a simulated ion-surface retard-
ing potential (as described in Sec. II) is denoted by
trajectory-I. Trajectory-II[shown only for(111) surface] de-
notes the unretarded broken-straight-line trajectory withDcls
obtained from the corresponding trajectory-I. Over the whole
range ofQ considered, the H− survival probability for both
(100) and (111) surfaces generally increases asQ increases.
We explain this trend as follows. For a given initial kinetic
energy of the projectile,vnor

in (displayed in the upperx axis of

FIG. 4. (Color online) Widths
of various resonances as a func-
tion of the ion-surface distance for
Ags100d and Ags111d surfaces.
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Fig. 5) increases with the increase ofQ. This reduces the
ion-surface effective interaction time(see Table I, where we
define this quantity as the total time the ion spends within
Dø10). Consequently, the levels of population of all sub-
strate states, including the surface state, decrease. This sub-
sequently increases the probability for projectile reionization
by these populated states since these states, including the
affinity level, cannot decay significantly before the projectile
exits the interaction region. Therefore, the largerQ is, the
shorter is the interaction time, and, hence, the higher is the
ion survival.

The influence of ion retardation on the interaction-time
effect can be gauged by looking at the difference between
predictions from trajectory-I and trajectory-II for Ags111d in
Fig. 5. For highervnor

in , that is largerQ, this difference is
minimal since a significant retardation of the ion can only
take place very close to the surface, keeping the effective
interaction times along both trajectories comparable(Table
I). For decreasingvnor

in with decreasingQ, the interaction
time in trajectory-I gradually increases relative to trajectory-
II. This explains a reduced ion neutralization along
trajectory-II for smaller exit angles.

The electron’s adiabatic kinetic energyEKE in the ion-
surface state interaction is the energy difference between the
affinity level and the surface state resonances in Fig. 3. On
the other hand, an electron in a 1 keV ion can acquire a
maximum kinetic energy of 0.55 eV from the ion velocity,
suggesting that the interaction is not quite of pure adiabatic
character. However, since 0.55 eV is smaller thanEKE at any
D for either of the surfaces(see Fig. 3), the adiabatic picture
partly holds and may still provide aqualitative basis of
analysis. Hence, a repulsion of the affinity level towards the
vacuum energy during the ion’s approach to the surface re-
mains. This triggers resonant interactions with image states
at close distances. Indeed, we have found the population and
decay of image states at such distances by visualizing wave
packet probability densities as a function of time along the
trajectory. Following our fixed ion results, therefore, differ-
ent mechanisms of charge-transfer and associated decay dy-
namics can be approximately identified over three regions of
the trajectory:(I) The incoming ion populates primarily the
surface state until arriving, roughly, atD=4 for Ags100d and
D=3 for Ags111d. The electronic decay, therefore, happens
through the respective surface states.(II ) Below these dis-
tances, until reachingDcls, the ion interacts with image
states, which are in the band gap for the(100) but coupled
with the conduction band for the(111) surface. Electrons,
therefore, decay through the parallel continua of(100) image
states, but mainly through the(111) conduction band.(III )
Along the outgoing part of the trajectory, the dominant pro-
cess is electron recapture by the nearly depleted ion.

These three regions are shown in Fig. 6, where for a 40°
incidence the quantityuAstdu2 is plotted against the distance
of the ion fromDcls along trajectory-I.[The results in Fig. 6
are obtained within our 2-d calculation. Note that asymptotic
ion-survival probabilities at large(positive) distance are

FIG. 5. (Color online) Percentage survival probability[Eq. (12)]
of H− scattered from Ags100d and Ags111d surfaces as a function of
the exit angle(5 incidence angle for the present case of specular
scattering condition) with respect to the surface plane. Initial nor-
mal velocitiesvnor

in , constant parallel velocitiesvpar, and distances of
closest approachDcls are given along the upperx-axis. For the
description of trajectory-I and trajectory-II, see the text.

TABLE I. Ion-surface interaction timesT, as defined by the time
the ion spends atDø10 a.u., as a function of the angle of incidence
Q.

Q (deg) 40 35 30 25 20 15 10

Tsa.u.d:trajectory-I 161 180 206 243 299 388 559

Tsa.u.d:trajectory-II 153 170 193 224 272 340 478

FIG. 6. (Color online) uAstdu2 as a function of the distance of the
1 keV ion from the corresponding distance of closest approach
Dcls=0.184 a.u. along trajectory-I; negative and positive distances
are respectively the incoming and outgoing segment of the trajec-
tory. The angle of incidence isQ=40°. Three regions of different
interaction characters are identified.
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0.182 and 0.085, respectively, which via Eq.(12) yield cor-
responding survival probabilities of 3.3% and 0.72% in Fig.
5.] As seen, the effective loss of electrons by the ion is pretty
similar for the two surfaces over the first two regions. The
final ion survival, therefore, is most sensitively dependent on
the extent of recapture in region III. The electronic confine-
ment along the surface normal through the excitation of the
quasilocal surface state enables a higher recapture rate for
the (111) surface compared to the(100) surface, where the
embedded surface state rapidly decays due to its strong cou-
pling with the bulk. On the average, an order of magnitude
higher lifetimes of(111) surface states corroborate this(Fig.
4). As a result, the ion survival is significantly higher, ap-
proximately by an order of magnitude, near a(111) surface
(Fig. 5).

In Fig. 5 we also compare our results with available mea-
surements for H− on a Ags111d surface[5]. In this experi-
ment, the anion fractions were determined by the ratio of the
scattered anion flux to the total flux in a given exit angle
under specular scattering conditions. The agreement of our
results with measurements is quite good at largerQ. For
smallerQ, however, the agreement worsens somewhat, but is
still reasonable considering the following limitations of the
theoretical model: First, results are sensitive to inaccuracies
in the classical simulation of the ion trajectory, since the
effective interaction time is a crucial determinant of the un-
derlying mechanism. Second, the translational invariance of
our model surface potential in the parallel direction limits the
dynamics by not including effects related to either the sur-
face corrugation in the parallel direction or the kinematics of
the parallel motion[18]. It was experimentally shown[5]
that this effect induces an increase in the ion survival already
at vpar=0.2, which is comparable to thevpar in the present
case at smallerQ (see the upperx-axis of Fig. 5). In this
context, we remark that our calculations belowQ=10° (not
shown) strongly underestimate the measurements. Another
limitation of the theory may come from the one-electron
character of the model. Multi-electron processes tend to be

relevant for surfaces where RCT is blocked by the projected
band gap[19] and by constraints imposed by the Pauli ex-
clusion principle.

IV. CONCLUSION

To conclude, evidence for significant electronic excita-
tions to the local surface state in the resonant neutralization
of H− near Ags111d is found. In contra-distinction, Ags100d
exhibits a very efficient electronic decay channel through the
metal valence band since the(100) surface state has a strong
coupling with the bulk. The key to this difference is a highly
localizing reflectivity of the (111) projected L-band gap
along the surface normal. For both surfaces the specularly
scattered 1 keV ion exhibits qualitatively similar survival.
Quantitatively, however, the anion-survival of the(111) sur-
face is much higher since the quasi-local surface state inside
the projected band gap retains electrons on the surface to
enable their recapture by the ion. Away from grazing inci-
dencessQ.10°d, our calculations agree with measured re-
flected ion fractions.

Calculations with a 3-d metal potential having lattice-
corrugations in the parallel directions are not expected to
qualitatively alter our principal findings, since RCT is largely
mediated by transfer along the surface normal. However, by
including the parallel velocity effects, such a 3-d potential
may bring the ion-survival prediction closer to the experi-
ment. Further, for surfaces which have local structures in the
parallel direction[for instance, the(110) surface of the FCC

metal with a band gap located at theȲ point [20]] a full 3
-d potential will be required.
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