Neutralization of hyperthermal multiply charged ions at surfaces: Comparison between the extended dynamical overbarrier model and experiment
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Within a semiclassical model, we investigate the dynamic neutralization and relaxation of slow \( (E_{\text{kin}} < 100 \text{ eV}) \) multiply charged ions which are reflected on metal surfaces. Special emphasis is devoted to near-surface interaction mechanisms. Our model includes a Monte Carlo sampling over projectile parameters and detailed ionic structure calculations of projectile energy levels. In a full trajectory simulation, our results simultaneously comply with measured trends in projectile kinetic energy gains and final charge-state distributions of the reflected ions as well as total electron yields and spectra. Recently discovered characteristic features in the electron spectra can be uniquely assigned to distinct above-surface regions of the projectile trajectory. [S1050-2947(99)03009-7]
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I. INTRODUCTION

In slow collisions with complex targets, multiply charged ions (MCI’s) capture many electrons into excited states, thereby forming unstable, multiply excited projectiles which are commonly referred to as “hollow ions.” These hollow ions partly relax by emitting Auger electrons and, to a smaller extent, photons, and get destroyed in close encounters with the target. Over the past decade, both the formation and decay of hollow ions have been a subject of numerous experimental and theoretical investigations. These studies used a variety of targets, such as large atoms [1–4], clusters [5–8], and metal [9–16] or insulator [17–24] surfaces. Benefiting from this comprehensive collection of experimental data and theoretical work, the knowledge in this field has made rapid progress in the past decade [25].

At present, the most important mechanisms of ion neutralization and relaxation have been identified and assigned to distinguished interaction zones. Typically, at 20 to 30 atomic units (a.u.) in front of the surface, the potential barrier between the ion and the target drops below the target Fermi level, triggering the onset of efficient neutralization via resonant electron capture (RC), which prevails the competing resonant loss (RL) in the inverse direction.

Close to the surface, projectiles are reflected or penetrate into the bulk region depending upon the beam energy and its angle of incidence. Several experiments have been designed to investigate processes taking place above and below the surface [15,16,26–33]. These measurements analyze emitted-electron [10,11] and x-ray yields [34–37], as well as the final charge-state distributions [11,38], the projectile energy loss [13,39,40], and the angular deflection of the projectile [18,41,42].

With the work of Burgdörfer et al. [9], a semiclassical description of the projectile neutralization, the so-called classical overbarrier model (COM), became available which is able to reproduce measured image energy gains of the incoming projectiles. Owing to the intricate interaction dynamics involved, more sophisticated descriptions can presently deal with only selected aspects of the scattering process, and a full quantum-mechanical treatment of the complete course of interaction is still out of reach.

The present work employs a refined and extended version of the COM to simulate projectile energy gains, final charge-state distributions, and the emission of projectile Auger electrons along a whole reflection trajectory. In Sec. II, we describe the basic ingredients of our simulation. Based on our findings combined with the recently discovered signatures of metastable electrons in the \( K \)-Auger spectra [43], an interaction model is worked out in Sec. III. Section IV presents the calculated results which are compared to different experiments. In Sec. V, the variation of several simulation parameters is discussed. Finally, in Sec. VI, we summarize our results. Throughout this paper, we use atomic units \( (\hbar = 1) \), unless stated otherwise.

II. OUTLINE OF THE SIMULATION MODEL

Our calculations are based on the “standard” COM for above-surface charge exchange between incident MCI’s and metal surfaces [9,23]. This model has been refined in the past by improved screening models [12,44] and adapted to collisions with insulators [22,23]. These modified COM versions have been shown to provide good estimates for measurable quantities, e.g., total electron yields [15], above- and near-surface Auger emission [15,16,43], and final charge-state distributions [44]. However, this success has been achieved mostly by concentrating on one particular observable for a distinct collision system. In the present simulation, which focuses on metal surfaces and hyperthermal incident energies \( E_{\text{kin}} < 100 \text{ eV} \), we will eliminate this severe restriction.
The simulation begins near the first capture distance \( R_{\text{crit}} \), is continued through the vertex region, and ends when the neutralized MCI has receded so far from the surface that further exchange becomes impossible. For this full trajectory, a model covering all interaction regions, in particular the region near the vertex, is required. However, the validity of the standard COM becomes questionable when the projectile approaches the first bulk layer to within a few atomic units. On the other hand, mechanisms taking place deep inside the bulk electron have been studied in detail [45,46]. The lack of a sophisticated a priori treatment for the complicated near-surface interaction zone has therefore led us to smoothly interpolate between the long-distance and the subsurface domains. The modeling of this interface region will prove to be of crucial importance for the outcome of our simulation. In contrast to previous approaches which considered only a two-shell projectile and static interaction rates along the MCI path [16], the present model, referred to as “extended dynamical COM (EDCOM),” includes all projectile levels for the relevant interactions.

As a further extension to the standard COM, we include detailed atomic structure calculations, a Monte Carlo sampling, and we allow for arbitrary incident angles, covering normal and grazing incidence. In this manner we are able to explain structures and intensities in autoionization spectra, such as, e.g., the exclusive occurrence of the so-called \( KL\, L_2\) peak and \( K\, L_3\) shoulder [43,33] in the spectra of metastable He-like projectiles in \((1s2s)\) configurations (Sec. IV E 1 below). Other quantities, such as energy gains and secondary electron yields, which have already been modeled successfully, are monitored to agree with the experimental data to a reasonable extent (Sec. IV A and IV C below).

In what follows, we refer to \( R \) as the distance of the projectile nucleus perpendicular to the first bulk layer at \( R=0 \). Values for the jellium edge located at \( z_J \) and the image plane at \( z_{\text{im}} \) are taken from Ref. [47]. The distinction between the \((R=0)\) and the \( z_J \) plane is important for the simulation of spectra originating from reflected MCI beams [16].

### A. Atomic energy levels

In the present work we significantly improved the modeling of autoionization by integrating the calculation of binding energies (at the Hartree-Fock level) into our simulation. For any projectile configuration vector \( \{a_n\} \) occurring along the course of the ion-surface interaction (\( a_n \) designates the number of electrons in projectile shell \( n \)), we employ the Cowan code [48] to generate the corresponding average total configuration binding energies of the undistorted projectile ion \( e_n^{\text{C}}(\{a_n\}) \) and each of its shells \( e_n^{\text{C}}(\{a_n\}) \). For the moderate charge states considered in this work, it is sufficient to keep track of the shells \( n=1, \ldots, 10 \) since no higher-lying levels are involved in the interaction dynamics. The 10-dimensional vectors are stored to accelerate the evaluation of recurring configurations.

In general, we do not resolve the populations in particular projectile subshells. For the \( L \) shell, however, we calculate the \( 2s \) and \( 2p \) binding energies and keep track of the respective subshell populations. We assume that the \( 2p \) level is preferentially populated via Auger ionization (AI) and sidefeeding processes, as suggested by its higher degeneracy and its lower binding energy. With increasing occupation, \( L \)-shell relaxation via \( LLM \) Coster-Kronig (CK) and \( LLL \) super-CK (sCK) transitions becomes energetically possible and proceeds by one and two orders of magnitude faster, respectively, than other Auger processes [10].

The so-evaluated vector of asymptotic configuration energies \( e_n^{\text{C}}(\{a_n\}) \) relates to hydrogenic radii \( \langle r \rangle_n = n/\sqrt{2e_n^{\text{C}}} \). Both \( e_n^{\text{C}} \) and \( \langle r \rangle_n \) decisively affect the course of interaction, which is governed by RC, RL, “peeling off (PO),” “side feeding (SF),” and “continuum promotion (CP)” of electrons, and therefore determine the shape of the simulated Auger spectra. (A detailed discussion of PO, SF, and CP processes will follow in Sec. II D 1, II D 2, and II E below.)

### B. Auger autoionization rates

In order to explain particular features in emitted electron spectra, such as the sharp and tiny \( KL\, V_w \) peak and the \( K\, L_2\) shoulder [43,33], we have to take a closer look at the sequence of projectile autoionization steps on the incoming trajectory. Vaeck and Hansen [49] have shown that typical lifetimes of hollow N\(^{9+}\) ions critically depend on the difference of the quantum numbers between neighboring atomic shells. As a rule of thumb, Auger processes producing the smallest energies of the free electron possess the fastest rates [50]. As a consequence for our simulation, decay channels with the smallest change in the principal quantum number \( n \) and with no variation in the angular momentum quantum number \( l \) are favored over channels with larger \( \Delta n \) and \( \Delta l \). As long as Rydberg levels host the majority of captured electrons, sCK transitions with \( \Delta n=0 \) and CK transitions with \( \Delta n=1 \) are suppressed because the potential energy gain due to the vacancy filling is insufficient to eject an electron above the vacuum threshold.

In our original COM program [23], we had used autoionization rates that were obtained as an analytical fit to Hartree-Fock ionic structure calculations based on the Cowan code [9,48],

\[
\Gamma^{\text{AI}}_{\text{ani} \rightarrow \text{a} } = \frac{5.06 \times 10^{-3}}{(n_{\text{ini}} - n_{\text{fin}})^{3.35}}.
\]  

These are still used in the EDCOM for all transitions other than \( KLL \) Auger processes.

\( KLL \) rates for nitrogen ions are now taken from [51] where these values are tabulated for all \( l=1,2,3 \) configurations of \((6-x-y)\)-ionized nitrogen. For other projectiles (of nuclear charge \( q_{\text{nuc}} \)), we use the same \( KLL \) rates, except that the values are interpolated for an effective \( L \) population \( a_{l=1} = q_{\text{nuc}} - 1 \), around the 1s core coincide for all projectiles. We also employ constant \( KLM \) rates \( \Gamma^{\text{KLM}} = 5.06 \times 10^{-5} \).

Since good estimates for the \( KLV_w \) rates are not known, the ratio between \( K \) Auger and \( KLV_w \) intensities is not well represented. Due to this lack of data, we adopted Eq. (1) for AI and accounted for the nonequivalence of the two electron states in the \( L \) shell and the \( V_w \) shell \( n_w \) by scaling \( \Delta n = n_w - 2 \) with a factor of 1.5 and the overall rate with 0.25, i.e.,
\[ \Gamma_n^{KLV} = 0.25 \times 5.06 \times 10^{-3} |1.5 \Delta n|^{3.46}. \]  

For \( n_w \gg 4 \), these rates are of the order of \( 2.8 \times 10^{-5} \) and thus about two orders of magnitude slower than the fastest AI transitions. This velocity ratio corresponds to the experimentally observed intensity of the KLV\( n_w \) peak, which amounts to about 1% of the total K-Auger intensity [43]. In view of the much faster processes governing the evolution of projectile level occupations [cf. Eq. (10) below] the impact of KLV\( n_w \) transitions on the overall interaction dynamics is negligible. However, by implementing KLV\( n_w \) processes in the EDCOM, we will be able to reproduce the measured KLV\( n_w \) peak positions in a dynamic simulation. As a characteristic signature of the above-surface dynamics of the hyperthermal ion-surface collisions investigated by our semiclassical interaction model, the verification of the KLV\( n_w \) peak energy poses a crucial test for our simulation.

We also include LLM-CK and LLL-sCK processes with fixed rates \( \Gamma_{\text{CK}} = 0.05 \) and \( \Gamma_{\text{SCK}} = 1.0 \), respectively, in the simulation. Accordingly, CK transitions are about one order of magnitude faster than the autoionization rates specified in Eq. (1) and sCK processes proceed almost instantaneously with respect to the other rates. However, CK and especially sCK processes are inhibited if the transition energy does not lead to emission above the continuum threshold. Both processes basically redistribute the \( L \)-shell population from the preferentially populated \( 2p \) level into the \( 2s \) level. The existence of an intense KLL\( L_1 \) component in measured autoionization spectra [43,10,16] provides strong evidence for this L-shell relaxation channel. We shall return to a detailed discussion of K-Auger electron emission in Sec. IV.

C. Resonant charge transfer

In the model of Burgdörfer et al. [9], charge transfer is described in terms of a continuous current of electronic charge over the potential barrier formed by the effective potential

\[ V_{\text{eff}}(z,R) = V_{\text{proj}}(q,z-R) + V_{\text{im},p}(q,z+R) + V_{\text{im},e}(z) \]  

governing the motion of an active electron in the field of the projectile and a conducting surface. The contributions to \( V_{\text{eff}} \) are the projectile Coulomb potential \( V_{\text{proj}} \), the image potential of the projectile (considered as a point charge \(-q\) \( V_{\text{im},p} \)), and the self-image potential of the active electron \( V_{\text{im},e} \). These potentials depend on the electronic coordinate perpendicular to the surface along an axis through the projectile nucleus, \( z \), and, parametrically, on \( R \).

In modeling the resonant transfer processes, we follow [9,23]. The resonant capture rate

\[ \Gamma_n^{\text{RC}}(R) = \sigma(R) j_n(R), \]  

\[ j_n(R) = \frac{1}{4} \int_{\text{max} \left[ V_b, -R + \frac{1}{2} \right]}^{\text{min} \left[ W, -R + \frac{1}{2} \right]} dED(E) \sqrt{2(E-V_b)} \]  

is given by the product of the current density \( j_n \) and the minimum geometrical cross section \( \sigma(R) \) of the area through which classically allowed electron transfer across the potential barrier (of height \( V_b \) situated between the projectile at \( R \) and the surface) is possible. This area is parallel to the surface at the distance \( z_b \) given by the condition \(-W = V_{\text{eff}}(z_b,R)\). \( D(E) = \sqrt{2/\pi} \sqrt{E-V_0} \) represents the electronic density of valence-band states per unit volume in an ideal free-electron-gas metal.

Resonant loss from occupied ionic levels into empty band states is quantified by

\[ \Gamma_n^{\text{RL}}(R) = \gamma_n P(e_a) \Theta(W+e_a(R)) \]  

\[ \gamma_n = \frac{q_{\text{eff},n}^2}{2\pi n^2 \sigma} \]  

The RL mechanism is driven by the frequency \( \nu_a \) of an electron in an atomic orbit with \( e_a(R) > -W \) and the probability \( P(e_a) \) for a random orbit to hit the saddle.

In contrast to our previous COM version [23], the EDCOM employs a “truly resonant” charge transfer, where resonance requires the initial binding energy of the target level to coincide with the binding energy of the projectile level after capture. In comparison with our previous COM version, this means that projectile levels are shifted upwards such that deeper-lying levels are more likely to be populated via RC due to the additional intra-atomic screening by formerly captured electrons.

D. Interactions near the surface

Interactions within the near-surface zone are strongly influenced by the target band electrons pouring into the Coulomb well around the projectile core. The most prominent near-surface interaction mechanisms are the direct transfer of electrons from target states into inner shells of the MCI (SF) [44,45,52,53] and the loss of loosely bound projectile electrons due to additional screening enforced by the tightly packed induced charge cloud (PO) [9,54].

I. Side feeding

For incident ion energies of up to several hundred keV and for a wide range of initial ion charge states and target materials, experiments on the final charge distribution of reflected projectiles reveal that the vast majority of MCI’s emerges in a neutral charge state [11,55,56]. It is also well known that a mere above-surface autoionization cascade faces the “bottle-neck problem,” i.e., the interaction time on the incoming path falls below the overall projectile relaxation time. Therefore, it has been suggested that tightly bound projectile levels may predominantly be filled with valence-band electrons in a region of strong overlap with the target electron distribution [16,38,44,52,57,58]. The short passage time through this region and the high degrees of inner-shell occupation which have been identified by means of high-resolution Auger spectroscopy [16,32,33] imply filling rates for SF processes that lie about one order of magnitude above the fastest intra-atomic Auger rates.

We introduce such an additional inner-shell population mechanism on the basis of XCC-like processes \( X \in \{K,L,M,\ldots\} \). These two-electron processes are similar to regular Auger processes. However, the participating two electrons initially belong to the induced valence-band charge cloud \( (C) \) surrounding the projectile ionic core near and be-
low the surface. LCC rates $\Gamma_{n,n}^{SF}$ have been approximated by LCV processes [45] where a charge cloud electron (C) fills the L vacancy while exciting a plasmon or an electron-hole pair in the valence band (V). Since C electrons remain localized around the ionic core, approximate XCC rates $\Gamma_{n,n}^{SF}$ can be derived in analogy to ordinary intra-atomic Auger rates [59].

For all collision systems and all localized atomic levels $1 \leq n \leq n_{bc}$, we assume a single base rate $\Gamma_{0,0}^{SF}=0.01$. In our dynamic simulation, we found that the LCV rates specified in [45] for N embedded into Al are too slow to explain measured final charge-state distributions of reflected projectiles. In [16], simulations and experiments have been conducted for $N_{26}$ projectiles impinging on gold targets where, in order to reproduce the measured data, a constant LCV base rate according to [45] has been used along the whole ion trajectory. However, the calculated LCV rates for Au [45] exceed the rates on Al by a factor of $\approx 4$, which appears to be in contradiction to the similarity of the observed K-Auger spectra, in particular, regarding the high degree of inner-shell filling at the time of K-Auger decay observed for both target surfaces [16,33]. The sensitivity of observable results on $\Gamma_{0,0}^{SF}$ will be discussed in Sec. V below.

For each shell $n$, $\Gamma_{0,0}^{SF}$ is multiplied by the charge of the induced charge cloud, $-q$, balancing the core charge $q$, and by the number of $n$-shell vacancies $N_{n}^{n_{bc}}$. Accounting for the strong $(1/\Delta n)^{3.46}$ scaling of Auger rates $\Gamma_{n,n}^{I}$ with the difference $\Delta n$ between participating levels [9] [Eq. (1)], we apply another $\Delta n$-dependent factor for the Auger-like SF process. This factor rapidly decreases from the most loosely bound localized level $n_{bc}$ and becomes unity for the L shell. This way, the base rate $\Gamma_{0,0}^{SF}$ can be compared to the LCV rates which have been calculated for various ion and target species [45]. We arrive at the side-feeding rate

$$\Gamma_{n,n}^{SF}(R) = \Gamma_{0,0}^{SF} q N_{n}^{n_{bc}} N_{n}^{n_{bc}} \left( \frac{n_{bc} + 1 - n}{n_{bc} + 1} \right) \left( \frac{V_{0,n}^{(l)}}{V_{n}} \right)^{3.46} \text{if } R \leq z_{j} - \langle r \rangle_{n}$$

$$N_{n}^{n_{bc}}(R) = \begin{cases} \frac{V_{0,n}^{(l)}(R)}{V_{n}} \text{ if } R \geq z_{j} - \langle r \rangle_{n} \\ 1 \text{ otherwise} \end{cases} \quad (6)$$

for each projectile shell $n$. The spatial variation of $\Gamma_{n,n}^{SF}$ is represented by the factor $N_{n}^{n_{bc}}(R)$. It is expressed in terms of the quotient of the orbital volume $V_{0,n}^{(l)}$ overlapping with the metal electron distribution and its undisturbed orbital volume $V_{n} = 4 \pi \beta^{3} \langle r \rangle_{n}^{3}$. If the projectile has penetrated the jellium edge by more than the orbital radius $\langle r \rangle_{n}$, we assume $N_{n}^{n_{bc}}(R)$ to remain constant at the value 1. $N_{n}^{n_{bc}}(R)$ obviously vanishes for distances $R > \langle r \rangle_{n} + z_{j}$. For the small impact energies far below 100 eV studied in this work, no velocity dependence of the SF rate is taken into account.

The assumption of a fixed and planar jellium edge at $z_{j}$ is certainly a crude simplification. An ionic core near the surface significantly disturbs the electronic surface potential and attracts valence-band electrons. Within the present model, this effect could be represented by a shift of $z_{j}$ towards the projectile nucleus. Within the overall accuracy of our approach, however, we may neglect this effect.

2. Peeling off

With the onset of charge transfer at $R_{crit}$, mainly outer ionic levels are populated. These Rydberg orbitals with typical radii $\langle r \rangle_{n} \approx R_{crit}$ are increasingly disturbed as the MCI approaches the bulk. In contrast to previously implemented instantaneous PO mechanisms which become effective at the moment when the MCI enters the bulk region [15,54], we examine the influence of a dynamic PO on the speed of electron transport from Rydberg states into inner levels along the whole interaction phase.

By testing various PO model rates, it became evident that a mere geometric criterion triggering the instantaneous loss of an electron as soon as a certain fraction of the MCI orbital volume overlaps with the bulk jellium has to fail. For the case of instantaneous loss, we observed that levels which are replenished by RC may immediately be lost due to peel-off. This leads to simulation results for the final charge-state distributions of the projectile in disagreement with experiment [11,40,55].

Our modeling for PO smoothly interpolates between the remote region and the bulk limit. We assume that near the surface, for $R \leq \langle r \rangle_{n} + z_{j} - \lambda_{scr}$, when the electron has ‘lost touch’ with the ionic core due to screening, the outermost orbital is likely to move to the valence-band continuum if its radius $\langle r \rangle_{n}$ exceeds the screening length $\lambda_{scr}$. This model assumes that the occupied orbitals are either spherically symmetric or oriented towards the surface. This assumption complies with the RC mechanism, which requires a certain overlap between atomic orbitals and band states.

Guided by the derivation of the resonant loss rate in [9], we arrive at the PO rate

$$\Gamma_{n,n}^{PO}(R) = a_{n} N_{n}^{n_{bc}}(R) \left( \frac{2 \pi \langle r \rangle_{n}}{L_{n}(R)} \right) \Theta(\langle r \rangle_{n} - \lambda_{scr}(R)), \quad (8)$$

which is composed of several constituents. The base rate is given by the inverse orbiting time $T_{n}$ of an electron in an unperturbed orbital. As in Eq. (6), we reduce $T_{n}$ by a volume factor $N_{n}^{n_{bc}}(R)$.

The term $L_{n}(R)/(2 \pi \langle r \rangle_{n})$ corrects $T_{n}$ to yield the ‘reaction time’ for an atomic electron. We assume that an electron which is captured at $R - z_{j} = \langle r \rangle_{n}$ and enters an atomic orbital does not get perturbed by the target electron gas until it has covered the distance $L_{n}(R)$. This period decreases with the ratio of the vacuum section $L_{n}(R)$ of the classical orbital above $z_{j}$ and its circumference $2 \pi \langle r \rangle_{n}$. The unit step function $\Theta$ in Eq. (8) disables PO for levels with radii $\langle r \rangle_{n}$ smaller than the screening length $\lambda_{scr}(R)$.

We model the screening length in Eq. (8),

$$\lambda_{scr}(R) = \lambda_{scr}^{0} \left[ \max(0, R - 0) \right] + 1, \quad (9)$$

to reach its bulk value $\lambda_{scr}^{0}$ at $R = 0$. Above the first bulk layer, $\lambda_{scr}(R)$ increases linearly in $R$ and equals $2 \lambda_{scr}^{0}$ at the jellium edge $R = z_{j}$. Due to the nonlinear response of the surface electron distribution to the nearby MCI, the linear scaling in $R$, the neglect of a variation with $q$, and the particular choice of the slope, Eq. (8) can represent only a crude estimate for the dependence of $\lambda_{scr}$ on $q$, $n$, and $R$. 


We note that the introduction of PO in addition to the RL channel is motivated by mere technical reasons. In a precise theory, both effects could not be distinguished and represent resonant electron flow into empty band states in the spirit of the model underlying RL. However, the artificial distinction between these two electron loss mechanisms in the EDCOM is essential since the calculation of ionic level binding energies described in Sec. II A is incomplete. Ionic levels are not only subject to shifts by the image potential leading to RL. While the MCI approaches the surface, levels are also increasingly elevated by the screening of the induced charge cloud which eventually strips off loosely bound outer shell electrons. The evaluation of these additional level shifts in the highly inhomogeneous region shortly above the surface is far beyond the scope of the present theory. In order to account for this electron loss mechanism (referred to as PO) in a quantitative manner, we therefore employ simple geometric arguments.

E. Continuum promotion

Due to the action of the repulsive projectile image potential \( V_{\text{imp}} \) and the mutual screening of projectile electrons, atomic levels are shifted upwards with respect to their asymptotic values \( e_n^\infty \) as the MCI approaches the surface. As the orbital energies \( e_n = e_n^\infty + V_{\text{imp}} \) reach the ionization threshold, electrons in shell \( n \) are detached from the projectile, i.e., promoted to the continuum. For the low projectile velocities considered in this work, we assume immediate electron loss due to CP as soon as \( e_n > 0 \).

F. Evolution of projectile level populations

For MCI–metal-surface collisions, we obtain the dynamically varying populations \( a_n \) of projectile shells with principal quantum number \( n \) as solutions of the system of rate equations of the form [23]

\[
\frac{da_n}{dt} = \theta(A_n - a_n) \Gamma_{n}^{\text{RC}} - a_n \Gamma_{n}^{\text{RL}} + \sum_{n' > n} w_{n,n'}^{\text{fin}} \Gamma_{n,n'}^{\text{in}} - 2 \sum_{n' < n} w_{n,n'}^{\text{fin}} \Gamma_{n,n'}^{\text{in}} + \theta(A_n - a_n) \Gamma_{n}^{\text{SF}} - a_n \Gamma_{n}^{\text{PO}} - \theta(n - 4) a_n \Gamma_{n}^{\text{KLW}} - \delta_{n,M} \Gamma_{n}^{\text{CK}} - \delta_{n,L} \Gamma_{n}^{\text{CK}} + (\delta_{n,K} - \delta_{n,L} - \delta_{n,M}) a_n \Gamma_{n}^{\text{KLM}}.
\]

The “traditional” COM developed by Burgdörfer et al. [9] includes the terms in the two first lines of this equation where \( \Gamma_{n}^{\text{RC}} \) and \( \Gamma_{n}^{\text{RL}} \) are the resonant capture and loss rates. The (empirical) statistical factor \( w_{n,n'}^{\text{fin}} = 1/(1 + 1.5 a_n) \) corrects for the decrease in Auger transition rates \( \Gamma_{n,n'}^{\text{in}} \) due to increasing populations \( a_n \) of the final shell. As in Ref. [9], we only include the fastest Auger processes with equivalent active electrons in the initial state [23] for the relaxation of outer shells. The statistical factor \( w_{n,n'}^{\text{in}} = \frac{1}{2} a_n(a_n - 1) \) takes the equivalence of electrons in the initial shell into account. The degeneracy of shell \( n \) is given by \( A_n = 2 n^2 \). Hydrogenic subshells are not resolved. \( \theta \) is the unit step function and \( \delta_{n,n'} \) the Kronecker symbol. For the present investigation, we have added the terms in the third and fourth line. The rates \( \Gamma_{n}^{\text{SF}}, \Gamma_{n}^{\text{PO}}, \Gamma_{n,n'}^{\text{in}}, \Gamma_{n}^{\text{KLW}}, \Gamma_{n}^{\text{CK}} \), and \( \Gamma_{n}^{\text{KLM}} \) account for SF, PO, Al, KLW, LLM-CK, LLL-CK, and KLM processes.

G. Projectile motion

With respect to our previous work [23], we have refined the potential that governs the classical motion of the projectile. We replaced the planar averaged Thomas-Fermi-Molière (TFM) potential which satisfactorily describes grazing incidence collisions under surface channeling conditions [60] by the sum over binary TFM potentials for the interaction of the projectile with individual surface atoms. Recoil effects in close encounters with individual target atoms are included by switching to a binary collision mode at distances below one-half of a lattice constant [16]. The kinematics is first calculated in the center-of-mass system in terms of the reduced mass and a vector keeping track of the internuclear distance of the MCI and the target atom, and is later translated back into the laboratory system. Doing so, we assume the target atom to be unbound and at rest at its lattice site. The inclusion of target recoil leads to a closer approach of the projectiles to the first bulk layer as compared to a rigid crystal. It allows us to cover a larger range of incident angles and permits a more detailed description of the crystal surface orientation.

The projectile consequently moves according to Newton’s equation

\[
\Delta \bar{r} = \frac{\vec{F}(q, \bar{R})}{m_{\text{mic}}} \Delta t,
\]

where the force

\[
\vec{F}(q, \bar{R}) = - \left( \frac{q(R)}{2(R - z_{\text{mic}})} \right)^2 \hat{z} + \vec{F}_{\text{TFM}}(\bar{R})
\]

is composed of the self-induced image force and the TFM force including the kinematic recoil effect. Due to the dependence on the net projectile charge \( q = q_{\text{mic}} - \sum a_n \), the projectile motion is coupled to its occupation evolution \( \{ a_n(t) \} \). Mass and charge of the projectile nucleus are designated as \( m_{\text{mic}} \) and \( q_{\text{mic}} \).

H. Monte Carlo sampling

The use of atomic structure calculations within our simulation requires that the continuous charge current of the original COM [9,23] is related to transitions of electrons (charge discretization). The time integration over the multidimensional parameter space composed of the integer level occupations \( \{ a_n(t) \} \), the projectile trajectory \( \bar{R}(t) \), and the locations of the surface atoms [cf. Eqs. (10) and (11)] is done based on random walks for an ensemble of 5000 incident particles. Starting at a random position shortly above the \( (R = R_{\text{crit}}) \) plane, the MCI propagates with finite time steps \( \Delta t_i \) from one point in time \( t_i \) to the next \( t_{i+1} \) along its trajectory.
At each time \( t_i \), separate values \( \Delta t_i \) for each transition type \( X \in \{A|RC,RL,SR,PO\} \) are drawn from a negative exponential random number distribution

\[
\Xi(\Delta t) = (\int_0^\infty \exp(-\Gamma^X \tau) d\tau)^{-1} \exp(-\Gamma^X \Delta t)
\]

with a mean value equal to the average decay time \( 1/\Gamma^X \). The physical process supplying the smallest \( \Delta t_i \) is chosen to take place, and all variable parameters, such as configuration energies and occupations, are updated according to the change in \( \{a_n(t)\} \). The projectile, in an electronic configuration given by Eq. (10), is then moved from \( \vec{R}(t_i) \) to \( \vec{R}(t_{i+1}) \) by the force in Eq. (12). Now the same procedure starts over again leading to time step \( t_{i+2} \), etc. Our code limits \( \Delta t_i \) to a maximum value of 1 in order to avoid large numerical steps in the integration yielding \( \vec{R} \). If the smallest \( \Delta t_i \) turns out to be greater than 1, the projectile is moved with \( \Delta t_i = 1 \) without letting any electronic process take place.

### III. POPULATION EVOLUTION OF THE HOLLOW ATOM

Before comparing our simulation results with experimental data, we look at the evolution of nonobservable quantities during the MCI-surface interaction. This will greatly assist us in the interpretation of the experimental data in Sec. IV. The Monte Carlo sampling as outlined in Sec. II H implies that one first of all has to define and keep track of physically meaningful event types. For each particle within the Monte Carlo sampling, a certain event, e.g., the \( i \)th resonant electron capture, may take place at different projectile locations \( \vec{R} \) and may occur only for a small fraction of the particle runs. We stress that in this context the term statistical does not imply that the standard deviation \( \sigma = \sqrt{(1/N)\sum_{k=1}^{N} (\xi_k - \bar{\xi})^2} \) attached to the simulated quantity \( \xi \) approaches zero if the number of particle runs \( N \) becomes very large. Instead, the error of the estimation for the width \( \sigma \) of the probability distribution converges to zero for \( N \rightarrow \infty \). Due to its strong dependence on the particle history along the preceding trajectory, this distribution of simulated values \( \xi_k \) may significantly deviate from the Gaussian shape or even possess several maxima.

Accounting for the statistical interpretation, we display the corresponding results for each electronic transition/emission mechanism in three subplots. Figure 1 shows the resonant capture statistics for a \( \text{N}^{6+} \) beam and an Al(111) surface for an angle of incidence \( \Theta = 45^\circ \) and an incident kinetic energy \( E_{\text{kin}} = 80 \text{ eV} \). This will also be our model system for the remaining plots in this section. The horizontal axis counts successive RC steps and acts as a (nonlinear) pseudotime axis to all three subplots.

The bottom plot describes the average fraction of particles for which the \( i \)th RC still takes place. Virtually the whole ensemble of MCI’s resonantly captures twelve electrons. This curve can be fitted (with the relative error in the sum of squares below 0.001) to the function

\[
f(i) = 50 \text{erfc} \left( \frac{i - \gamma_{\text{RC}}}{\sqrt{2} \sigma} \right),
\]

with a standard deviation of \( \sigma = 4.55 \) from the mean value \( \gamma_{\text{RC}} = 23.0 \). This means that the distribution is of Gaussian type, as expected for a large number of random number events. The small error in the fit shows that we have chosen a sufficiently large number of particle runs in the Monte Carlo sampling. For the following plots, we will only mention the value of the standard deviation \( \sigma \) for each event type.

The central plot in Fig. 1 shows the average location of the \( i \)th RC step and the error bars show their statistical spread \( \sigma \). For all particles, the first capture distance \( R_{\text{crit}} \) lies in a tiny interval around 24.9 above the uppermost bulk layer. The simulated \( R_{\text{crit}} \) is in close agreement with the analytical formula \( R_{\text{crit}} = 1/2W \sqrt{8q + 2 + z_{\text{im}}} = 25.8 \) with the image plane located at \( z_{\text{im}} = 3.19 \). On the average, about 10 RC steps take place in the remote interaction region where \( R > 10 \). Due to our restriction of RC to orbitals which do not fulfill the PO condition, RC events are limited to \( R > 3.8 \).

The upper plot in Fig. 1 illustrates which atomic shells are involved in the RC sequence. The first capture populates the \( \bar{n} = \bar{n}_{\text{crit}} = 8.0 \) shell and successively proceeds to lower-lying shells. The sixth electron goes into the \( \bar{n} = 5.9 \) shell at \( \bar{R} = 14.9 \). RC seldom reaches shells with \( n \approx 3 \). This makes the accumulation of a significant \( L \)-shell population via RC highly unlikely.

The reverse electron transfer via RL is shown in Fig. 2. RL sets in at \( \bar{R} = 16.2 \) and mostly involves levels \( 4 \leq n \leq 8 \).
On the average, only $\gamma_{RL} = 4.5 \pm 2.6$ electrons are lost to the target by RL while 23 electrons are passed from the valence band (VB) to the MCI by RC. The course of PO is displayed in Fig. 3. The onset of PO at $R = 7.7$ from the $n = 6.4$ level is located closer to the surface than the alternative RL loss channel. However, this process returns $\gamma_{PO} = 7.7 \pm 3.3$ electrons to the target. Contribution to PO are shells with $n = 4, 5, \text{ and } 6$.

A similar above-surface scenario termed “screening dynamics” has been portrayed by Andrä et al. [26]. It was found that the interplay of resonant electron exchange and level shifts due to intra-atomic screening and image potentials leads to a partial relaxation of the MCI before bulk penetration. These “screening dynamics” are interrupted at $n = 4$ when the level shift due the image potential and the mutual screening of the electrons fail to overcome the energy gap to the $M$ shell. Resonant charge transfer is therefore cut off at this point. Due to the implementation of intra-atomic screening via Cowan code calculations in the EDCOM (cf. Sec. II A), this massive migration of electrons from $n_{\text{crit}}$ into $n = 4$, which is catalyzed by the metal surface, could be demonstrated in a dynamic simulation. In Sec. IV E 1, we will show that the $KLW$ peak [43] is a characteristic signature of this phase.

Side feeding from the induced charge cloud into still localized atomic levels is initiated when the overlap with the target electron distribution below the jellium edge (at $z_j$) becomes significant at average distances $R = 3.7$ (Fig. 4). While approaching the high-electron density near the surface, the transfer switches from the $M$ shell to the $L$ shell, which is efficiently populated with $\gamma_{RL} = 5.4 \pm 1.9$ electrons. This phase embodies the transition from a very weak intra-atomic screening by the resonantly captured electrons towards the more efficient bulk screening when a tightly packed, induced charge cloud, resembling the $M$ shell of an unperturbed atom, has formed. In Sec. IV E 1, the recently discovered foothill on the low-energy side of the $KLW$ Auger peak [43] will be associated with emission from this vacuum-bulk interface region.

With only $\gamma_{CP} = 1.3 \pm 1.2$ electrons reaching the continuum threshold after PO and RL have depleted outer projectile levels, continuum promotion (Fig. 5) plays a minor role in the electron loss. However, it is known that a large number of electrons $\gamma_{AL} = q$ is ejected by the projectile via autoionization (AI) processes [15,61].
Figure 6 gives details on the mean distance and the outermost level involved in the corresponding Auger transition (including CK, sCK, and KLV processes). The EDCOM predicts that a mean number of $\gamma_{\text{AI}} \approx 8.8 \pm 2.9$ electrons are ejected by Auger emission. The charge balance from RC, RL, PO, SF, and CP amounts to a net transfer of 14.8 electrons towards the MCI. Subtracting $\gamma_{\text{AI}}$, it is found that $q = 6$ electrons eventually stay with the MCI to attain a high degree of neutralization.

Due to the late onset of the loss mechanisms and the effective replenishment of atomic levels via RC and SF, the projectile stays neutral or only singly charged at smaller distances to the surface. For $E_{\text{kin}} = 80$ eV, 99.5% of the projectiles bounce back from the surface at a distance $R_{\text{min}} \approx 0.9$ according to our Thomas-Fermi-Molière modeling of the surface potential. Reducing $E_{\text{kin}}$ to 10 eV while keeping $\Theta = 45^\circ$, the vertex moves away from the bulk to $R_{\text{min}} \approx 2.0$.

IV. COMPARISON WITH MEASUREMENTS

In this section we employ the EDCOM to simulate various, experimentally observable quantities within a single, fixed set of model parameters for all projectile and target species and conditions of incidence. Due to our simplifying approach, perfect agreement with the measurements cannot be expected, especially for quantities like the K-Auger electron spectra, which quite sensitively depend on a set of transition rates which are only known as rough estimates. Nevertheless, our simulation results will demonstrate reasonable agreement with all relevant experiments and reveal valuable information about the above-surface interaction dynamics.

A. Energy gains

For projectile charges $1 < q < 25$, the projectile kinetic energy gain due to its image charge attraction was observed to agree with the traditional COM formula $E_{\text{gain}} = Wq^2/(3\sqrt{2})$ [9, 23, 41, 61], where $W$ is the target work function. For high charge states $q > 25$, energy gains falling...
short of the $q^{3/2}$ scaling have been observed [11,41] and attributed to intra-atomic screening effects [12]. We refer to the term energy gain as the kinetic energy gain of the projectile on its way towards the surface, resulting from the interplay of all forces acting on the projectile. For metals, these forces are given by the long-range self-image potential and the short-range surface potential [23].

We have confirmed that energy gains obtained with our improved simulation still agree with the commonly accepted COM results and experiments [23]. Regarding the significant modifications to our original code, this agreement cannot necessarily be expected. However, it is facilitated by the fact that the kinetic energy gain is mainly accumulated at large ion-surface separations, whereas the modifications discussed in this paper focus on close interactions. Table I lists energy gains according to the traditional COM formula and our new simulation results and experiments.

In Fig. 8 we plot the simulated charge fractions for $0 \leq q_{\text{final}} \leq 2$ in the final charge-state distributions for ground-state (gs) H-like ions and metastable (mt) He-like second-row ions C$^{q+}$, N$^{q+}$, and O$^{q+}$ in (1s2s) configurations, impinging with $E_{\text{kin}} = 13q$ eV and a grazing angle of $\Theta = 5^\circ$ on Al(111). The simulated fractions are recorded for reflected projectiles which have passed the first capture distance $R_{\text{crit}}$. After this point, less than 0.1% of the beam still exhibits the original K-shell vacancy, which eventually causes reionization. The remaining widely relaxed configurations lie below the autoionization threshold and may deexcite only via radiative processes without further electron emission.

Also shown is the measurement by Folkerts et al. [55] for O$^{q+}$ ($3 \leq q \leq 8$) at $E_{\text{kin}} = 3.75$ keV/amu on Au(110) under surface channeling conditions. Note that the simulation deals with different projectile types containing a single K-shell hole while the experiment refers only to O$^{q+}$ projectiles with K-shell vacancies for $q \geq 7$. Running our code for projectiles possessing a filled K shell leads to slightly higher degrees of neutralization. Our Monte Carlo evaluation of the $q_{\text{final}} = 2$ fraction has a statistical error of about 40% while the $q_{\text{final}} = 1$ fraction is given within an error of 1.4%.

We observe that the experimental and simulated data agree well for the H-like ions. Shifting the final charge-state fractions of the metastables by $\Delta q = +1$ towards the right, the data points for the H-like and He-like counterparts roughly coincide with each other for $q_{\text{final}} \leq 1$ and also with the experiment. This means that the distribution of $q_{\text{final}}$ mostly varies with the nuclear charge and is rather insensitive to the initial L electron. For all initial charge states $q$ under consideration, the neutral contribution lies well above 90%. Under the assumption of a weak influence of the pro-

### Table I. Comparison of projectile energy gains (divided by the substrate work function $W$) resulting from the COM formula $E_{\text{gain}}/W = q^{3/2}/3v^2$ and our simulation results (right column) for hydrogenlike and metastable heliumlike second-row ions in configuration (1s2s) at $E_{\text{kin}} = 100$ eV and $\Theta = 45^\circ$. $v_{\perp}$ is the asymptotic projectile velocity component perpendicular to the surface.

<table>
<thead>
<tr>
<th>Target</th>
<th>$v_{\perp}$ (10$^{-2}$ a.u.)</th>
<th>$q^{3/2}$/3v$^2$</th>
<th>$E_{\text{gain}}/W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al(111)</td>
<td>0.12</td>
<td>1.0</td>
<td>1.9</td>
</tr>
<tr>
<td>Si(100)</td>
<td>0.12</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td>Al(111)</td>
<td>0.13</td>
<td>2.6</td>
<td>2.9</td>
</tr>
<tr>
<td>Al(111)</td>
<td>0.12</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>Al(111)</td>
<td>0.38</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>Al(111)</td>
<td>0.13</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>Si(100)</td>
<td>0.12</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>Al(111)</td>
<td>0.13</td>
<td>5.5</td>
<td></td>
</tr>
</tbody>
</table>
jectile kinetic energy, the measured charge-state distributions in Fig. 8 agree well with our simulation results.

C. Low-energy electron emission

Along the complicated interaction dynamics, electron emission originates from various sources. Apart from autoionization setting in as soon as more than two electrons have been captured, SF and CP contribute to the total electron yield. Other electron loss channels include PO, RL, and Au-ger emission into empty conduction-band states which do not contribute to measured electron yields.

In Fig. 9(a) we show experimental and simulated low-energy electron spectra for N$^{6+}$ interacting with an Al(111) surface under $\Theta = 45^\circ$ for incident energies $E_{\text{kin}} = 80$ and 10 eV. For these two systems, the image energy gains amount to $E_{\text{gain}}$ = 17.1 and 16.3 eV, respectively. The vanishing spectrometer transmission and stray magnetic fields aggravate the detection of electrons at the lowest displayed energies. Experience with our apparatus shows that the portion above $E > 20$ eV is easily reproducible. The spectra in Fig. 9 and all the following plots are normalized to the integral K-Auger intensity. For the experimental data which have also been corrected by the spectrometer transmission, this is equivalent to a rescaling from emission into the acceptance solid angle of the spectrometers to emission into a full sphere at a detection angle $\Psi = \Theta - 90^\circ$ with respect to the surface if a unity K-Auger yield and isotropic emission are assumed. The integral of the intensities over the energy axis therefore supplies the estimated total number $\gamma$ of electrons per incident ion which are ejected into the vacuum. The simulated data have been convoluted with the spectrometer resolution of 0.7%.

For electron energies $E > 10$ eV, the simulated spectra exhibit reasonable agreement with the experiment for both incident energies. One can recognize additional structures in the simulated spectra which are most likely caused by our simplified evaluation method of transition energies which considers only ground-state configurations for shells $n > 2$ and neglects angular momentum coupling and the perturbation and hybridization of ionic levels near the surface \[62,63\]. Figure 9(b) displays the contributions of AI and SF to the simulated 80-eV spectrum. While the SF mechanism

<table>
<thead>
<tr>
<th>$q_{\text{final}}$</th>
<th>Expt.: $q_{\text{final}} = 0$</th>
<th>Expt.: $q_{\text{final}} = 1+$</th>
<th>Expt.: $q_{\text{final}} = 2+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{kin}}$</td>
<td>$E_{\text{kin}} = 80$ eV</td>
<td>$E_{\text{kin}} = 80$ eV</td>
<td>$E_{\text{kin}} = 10$ eV</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$\theta = 45^\circ$ on an Al(111) surface. Experimental and simulated spectra for incident energies $E_{\text{kin}} = 80$ eV and 10 eV (a). Subplot (b) also shows SF and AI contributions to the $E_{\text{kin}} = 80$ eV spectrum.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
produces a comparatively smooth spectrum in the region $E < 90 \text{ eV}$, Al transitions generate structures below 20 eV, which we associate with the early stage of projectile relaxation above the surface when small $\Delta n$ steps between Rydberg states prevail. In the same interaction phase, highly excited configurations may also emit $L$-Auger electrons which enhance the high-energy region. Integrating the spectral yields in Fig. 9 above 20 eV leads to yields of $\gamma = 5.7$ and 5.8 emitted electrons per incident ion for the simulated spectra and to $\gamma = 4.9$ and 4.3 for the experiments with $E_{\text{kin}} = 10$ and 80 eV, respectively.

Niemann et al. [15] have recently published low-energy Auger spectra for $N^{6+}$ impinging on Au with $E_{\text{kin}}$ ranging from 90 eV to 60 keV and perpendicular incidence. Integrating the total double-differential spectrum in energy and angle of detection to a full $4\pi$ solid angle, they observe total emission yields $\gamma = 8.6 \pm 3.4$ for $E_{\text{kin}} = 90 \text{ eV}$, which agrees well with their simulated yield of $\gamma_{\text{Al}} = 9.8$ for mere autoionization. With a different measurement technique, Eder et al. [64] measured a yield of $\gamma = 9.8$ under similar scattering conditions.

For the same collision system, our EDCOM simulation including dynamic PO, CP, and SF mechanisms provides electron yields $\gamma_{\text{Al}} = 7.6$ for Auger emission (including the $K$-Auger electrons), $\gamma_{\text{SF}} = 6.6$ due to SF, and $\gamma_{\text{CP}} = 1.2$ due to CP. These values add up to a total yield $\gamma = 15.4$ including contributions from $E < 20 \text{ eV}$. The discrepancy with Eder et al. and Niemann et al. might be rooted in the experimental difficulty to measure low-energy electrons ($E < 20 \text{ eV}$), which produce the greatest contribution to $\gamma$ as well as in the necessary simplifications embedded in our simulation.

**D. K-Auger spectra of ground-state projectiles**

K-Auger spectra for H-like and $(1s2s)$-metastable He-like incident ions can be subdivided into a well-structured $KLL$ region, a broad, less intense peak consisting of $KLM$ and $KLC$ transitions, and small contributions from $KXY$ transitions with $X,Y \in \{ M,N,... \}$. Figure 10 shows measured and simulated $KLL$ electron spectra for $N^{6+}$ colliding with an Al(111) surface under $\Theta = 45^\circ$ with $E_{\text{kin}} = 80 \text{ eV}$ (upper right part) and $E_{\text{kin}} = 10 \text{ eV}$ (lower left part). For both projectile energies, the $KLL$ region extends between the $KL_1L_1$ peak at $E = 352 \text{ eV}$ and the $KL_2L_2$ peak at $E = 378 \text{ eV}$. The peak widths reflect the possibility of different initial $L$-shell populations $n_L$ at the time of $K$-Auger decay. The broad $KLMKLK$ peak is situated on the high-energy side of the $KLL$ region.

Figure 10 also displays the corresponding simulation results. In general, the $KLL$ subpeak intensities sensitively depend on the ratio between the $L$-shell filling rate $\Gamma_{L}^{\text{fill}} = \Gamma_{nL}^{\text{Al}} + \Gamma_{L}^{\text{SF}}$ [given by Eqs. (1) and (6)] and $KLL$ decay rates $\Gamma_{KL}^{\text{Al}}$. We can give only crude estimates for $\Gamma_{L}^{\text{fill}}$ in the relevant interaction region (cf. Sec. II D 1), and $\Gamma_{KL}^{\text{Al}}$ is known only for free ions [51, 65] (cf. Sec. II A). For $n > 2$, we have neglected the fine structure of the $n$ shell in our simulation. The deviation on the low-energy end of the $KL_1L_1$ peak originates from an energy-loss background [30] in the experimental spectra which is not taken into account in the simulation. These considerations indicate that some deviations between simulation and experiment must be expected.

However, the changes in $E_{\text{kin}}$ should affect the result in the same manner, i.e., the intensity ratios between different $KLL$ subpeaks should shift similarly. Indeed, the EDCOM follows the experimental trend: towards increasing $E_{\text{kin}}$, the $KL_1L_1$ peak loses intensity, which is transferred into the upper part of the $KLL$ spectrum. This can be understood in view of stronger side feeding into the $2p$ orbital when the vertex of the trajectory moves closer to the first lattice layer with increasing $E_{\text{kin}}$ [16]. Near this turning point, the projectile is very slow and the exponentially decaying SF rates in Eq. (6) reach their maximum amplitude. The deviation in the peak region below $350 \text{ eV}$ between the simulated and experimental difference spectra may be attributed to secondary effects such as the enhanced energy loss of the outgoing electrons with increasing $E_{\text{kin}}$ [30, 66] (not accounted for in our simulation).

The upper edge of the experimental $KL_2L_2$ peak is situated at a higher energy than in the simulation. In order to establish such a $KLL$ energy, all six neutralizing electrons have to be present in the $L$ shell. This might indicate that the SF rate $\Gamma_{nL}^{\text{SF}}$ in Eq. (6) which yields an average $L$-shell population $a_L = 4.6$ at the time of $K$-Auger decay for $E_{\text{kin}} = 80 \text{ eV}$ might be slightly underestimated. The $KLMKLKL$ peak can be found around $401 \text{ eV}$ (not shown). The simulation reproduces its position and enhancement for the lowest incident velocities more clearly than the experiment.

**E. Auger spectra of metastable projectiles**

In two recent publications [43, 67], we discussed two characteristic signatures of the initial $2s$ electron in the $K$-Auger spectra of $(1s2s)$-metastable He-like $C^{4+}$, $N^{5+}$, and $O^{6+}$ (and also Ne$^{8+}$) incident under $\Theta = 5^\circ$ with $E_{\text{kin}} = 13q \text{ eV}$ on Al(111). The first feature is the tiny $KLW$ peak on the upper side of the $KLM$ region, which will be the subject of Sec. IV E 1. The second feature is a low-energy shoulder of the $KL_1L_1$ peak, which will be discussed in Sec. IV E 2.

**1. The $KLW$ peak**

Guided by transition energy considerations, the $KLW$ peak could be identified as an above-surface process involv-
V. VARIATION OF MODEL PARAMETERS

In this section we study how the outcome of our simulation is affected by switching off or by changing the speed of
neutralization of hypervelocity multiply ionized projectiles. The modeling of interaction rates has been guided by semiclassical arguments. It has been justified by the consistent agreement of our simulation output with several observables for a variety of collision systems, which are characterized by $E_{\text{kin}}$ and $\Theta$ as well as the projectile species and target type.

By completely disabling PO, electron loss is restricted to the less efficient RL and CP; see Figs. 2 and 3. After the projectile has been neutralized at $R=14.9$ (this is the same value as for the full simulation), most projectiles stay neutral unless they are reionized by the rather slow autoionization cascade. Since SF near the jellium edge is linked to a non-vanishing projectile charge that induces the VB electron cloud [cf. Eq. (6)], the filling of inner projectile levels is strongly suppressed.

Thus, by disabling PO, we find that the L shell cannot be efficiently filled, in contrast to the high degree of L-shell filling at the moment of KLL decay observed in all experiments, e.g., in Ref. [33]. In addition, a high fraction of projectiles emerges from the target region still containing their initial K vacancy. This leads to a renewed ionization due to the pending KLL transition on the outgoing path. The simulation indeed shows that neglecting PO lets only 65.0% of the incoming ions emerge as neutrals in the asymptotic limit. The modified fraction of ionized projectiles would predict KLL energies in disagreement with experiment. Good agreement of the measured and simulated high-energy spectra and final projectile charge states thus appears to require the inclusion of PO.

Deactivating CP leaves the simulation output mostly unaffected. This can be understood by its minor impact on the electron transfer with an average number of 1.3 electrons lost to the continuum along the whole trajectory.

As mentioned before, SF is closely linked to PO because the charge content of the induced VB cloud matches the charge surplus of the projectile core [59]. By merely switching off SF, similar effects as for disabled PO can be observed. For instance, the fraction of particles which are ionized far after reflection increases to more than 50%. At the same time, the mean number of L-shell electrons at the time of KLL decay drops from 4.6 to 3.0. These changes lead to significant disagreement with measurements.

In Fig. 14, the reshaping of the KLL region following a variation of PO and SF rates is examined. The plot on the
lower left displays the simulation output taken from Fig. 10. It is compared to a simulation which implements the \( LCV \) rates for the N/Al system as listed in [45] instead of the SF rate in Eq. (6). These \( LCV \) rates seem to be too slow to account for a high degree of \( L \)-shell population at the time of \( KLL \) decay. The upper right part of Fig. 14 exhibits separate program runs with the peel-off rate \( I_{\text{peel}}^{\text{PO}} \) given in Eq. (6) rescaled by factors of 0.1 and 10. A reduced \( I_{\text{peel}}^{\text{PO}} \) leads to a similar effect as we have just seen for slowed down SF. Fast PO enhances the intensity on the side of the \( KLL_{23} \) peak. As in the preceding paragraph, this behavior can be attributed to the interlaced operation of PO and SF, which strongly influences the population of the \( L \) shell. Note that the significant changes in the spectra of Fig. 14 are introduced by a small shift of the mean \( L \) population at the time of \( KLL \) decay of magnitude \( \Delta n_L = 0.5 \).

VI. SUMMARY AND OUTLOOK

We have presented a semiclassical model for collisions of slow multiply charged ions with surfaces by Monte Carlo sampling along the entire ion trajectory. We incorporated electron peel-off, side feeding, and continuum promotion in a dynamic manner. The evaluation of projectile energy levels has been based on atomic structure calculations. For the classical motion of the projectile we included all relevant binary interaction potentials between the projectile and individual surface atoms, thereby allowing for arbitrary angles of incidence.

Our results exhibit good agreement with various experimental observables for different combinations of projectiles, target types, incident angles, and beam energies. This has been achieved without adapting the code and the free parameters involved to a particular collision system. The occurrence of the \( KLV_{\omega} \) peak and the \( KLL \) foothill could be explained within the framework of a quantitative approach. Our simulations confirm the main aspects of a previously published interaction model [33].

The sensitivity of our results to the particular implementation of the added interaction mechanisms (SF, PO) has been studied by disabling them or varying their rates in separate program runs. It could be shown that the interplay between peel off and side feeding plays a vital role in the relaxation of the projectile and thus for the reproduction of experimental data. Many of the quantities which enter the simulation are known only approximately. For the future we intend to refine the modeling of rates and energies as presented in this work.
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