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Extended classical over-barrier model for collisions of highly charged ions
with conducting and insulating surfaces
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We have extended the classical over-barrier model to simulate the neutralization dynamics of highly charged
ions interacting under grazing incidence with conducting and insulating surfaces. Our calculations are based on
simple model rates for resonant and Auger transitions. We include effects caused by the dielectric response of
the target and, for insulators, localized surface charges. Characteristic deviations regarding the charge-transfer
processes from conducting and insulating targets to the ion are discussed. We find good agreement with
previously published experimental data for the image energy gain of a variety of highly charged ions impinging
on Au, Al, LiF, and KI crystals[S1050-29478)01001-4

PACS numbd(s): 34.50.Dy

I. INTRODUCTION for conducting and semiconducting surfaces with typical
work functions of about 5 eV. These experiments focused on
Within the past decade, a rapidly increasing number ofotal electron yieldg20], energy-resolved Augef21-24
research projects have been devoted to the investigation @nd x-ray[25,26 spectra, deflection angld®7], and ion-
interactions between highly charged ioftdCls) and sur- neutralization[28—-30 measurements. Recently, several ex-
faces(for recent reviews sefl—3]). These activities are of periments have been carried out where HCI beams are inci-
importance for present and future applications, such as semfl€nt on insulating surfaces, primarily on ionic crystals, such
conductor fabrication, nanostructure technology, and surfacgs LiF [31-34. The unique band structure of LiF with a
chemistry. They are also of interest to basic research due {g9¢ Work function of 12 eV and a wide band gap of 14 eV
the challenging interplay of fundamental electronic interac-Fi9- 1) that elevates the antibindingp2band above the

tions to be considered in the detailed understanding of thgacuum I_evel provi_des an interesting opportunity to Scruti-
highly complex interaction dynamics. By now, a certain nize previous theories about the role of the conduction band

level of consent has emerged with regard to charge-exchan in the charge-exchange process. In contrast to metal surfaces,

e - : ) .
R 95F and other insulating surfaces do not provide unoccupied
and ionization processes that take place before a HCI gets | nduction-band states into which resonant loss from excited

close contact with a metal target surface, and a mainly clag; q;ectile states might occur, and pronounced differences are
sical approach, the “classical over-barrier mod€lCOM),

presented by Burgater, Lerner, and Meydw4,5], was found

to adequately represent the most important physical aspects LiF Au
of the electron capture, recapture, and emission seqiisrce E[eV]
11].
Typically, an incident HCI captures several conduction- conduction
band electrons at large distances from the surface into highly band

excited states, which leads to the temporary formation of a
“hollow ion” in front of the surface. At ion-surface dis-
tances that are smaller than or about equal to the classical
radii of active HCI orbitals, the theoretical description be-
comes more difficult due to the strong perturbation of the P conduction
initial electron distribution of the surface and the intricate band
molecular dynamics involved. For this reason, most first-

principles calculations have been applied to incident ions in valence
low charge stategl2—15. For higher incident charge states band -10.6--------=

the detailed quantum-mechanical treatment is complicated \

by a large number of ionic states that are energetically de-
generate with the target conduction band, and a first-
principles approach remains a formidable tas6—19.

Most experiments with incident HCI have been performed

FIG. 1. Band structure of the ionic LiF crystal with a large work
function of 12 eV and a wide band gap of 14 eV. Telycrystal-
*Permanent address: Institutrfikernphysik, Wilhelm Klemm line) gold target represents a typical metal with a work function of
Strasse 9, D-48149 Mister, Germany. about 5 eV and a continuum of unoccupied conduction-band states
TAuthor to whom correspondence should be addressed. above the Fermi level.
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expected in the neutralization dynamics of HClIs in front of @

metal and insulating surfaces. Furthermore, the capture OR S
electrons from an insulator leads to the local accumulationof™ [~ 3 :
positive surface charges that modify the charge-transfer dy- y i BRI
namics in comparison to metals. The capture-induced accu A AA
mulation of localized charges on insulator surfaces has beel R, 3'@ ;' :" ‘," o A@
addressed very recently in a few independent theoretica I O P
studies[35—37 and is a central aspect of the extentions to AR @ ;’@
the COM discussed in this paper. Measurements on LiF sur Voo
faces[34] clearly e_xhlblt the expected discrepancies Wlth OO
respect to conducting targets and can coherently be inter . X
preted by a retarded onset for electron capture and characte : AMx,1) p
istic deviations in the succeeding charge-transfer sequence. (x();t())
In this paper we adopted the basic framework of the COM
suggested by Burgdfer et al. for the interaction of slow FIG. 2. Linear capture-induced charge distributiofx,t) trail-
HClIs with metal surfacef?,4]. Different versions of COMs ing the path of the iorischematically. The capture sequence starts
have been applied to successfully model charge exchangehen the incident highly charged ion reaches the critical over-
energy gain, and trajectory effects in collisions of HCls with barrier distance at a positiorX(,R) =(Xo,Rc) at timet,. For our
atoms[38,39 and clusters () [6—8,11. Within the COM, applications to ionic crystals_, we assume that electrons are captured
the neutralization dynamics is described by means of an effom the closest surface anion.
fective single-electron potential that governs the classical
motion of electrons that are going to be either resonantly Il. OUTLINE OF THE EXTENDED COM
captured into hydrogenic projectile levels or resonantly lost
to unoccupied states of a metal target conduction band. For
charge transfer to occur, an active electron must overcome Within the dynamical COM charge exchange is described
the potential barrier between the projectile nucleus and targd terms of classical charge currents between energetically
surface. Electron transfer becomes classically possible if thghifted valence states of the target and shifted hydrogenic
electron initially occupies a state that lies above this potentiaProjectile levels. These continuous charge currents corre-
barrier and if vacancies exist in the resonant final state int@Pond to electronic transition rates for resonant capture and
which the electron transits. As the projectile moves along 40ss and occur as soon as the potential bakfjgof the total
classical trajectory, both the projectile and target levels exeffective potentiaV,,; drops below the target work function
perience variable level shifts and change their relative eneMV. The total potential acting on an active electron is given
getic positions with respect to the potential barrier, the posiby
tion and height of which also change as a function of the
projectile-surface distance.

A. Potentials “seen” by an active electron

V'[O'[(qp !szvxp |R1t):Vpr0j(qp ,X_Xp yZ— R)

In order to perform simulations involving insulating sur- +Vimp(dp X—Xp,2+R)
faces we have extended the original CQR}4| by modify- ’
ing the dielectric response of the surface to the external pro- +Vim,e(2) +Vigeal(X,z,1),
jectile charge and by including local surface charges. These 2.1

local charges are built up on the insulator surface during the
charge-transfer sequence and decay on a time scale that is
given by the conductivity of the insulator. The local surfacewherex andz will denote the electronic coordinates in the
charges influence active electrons and the projectile motiorollision plane parallel and perpendicular to the surface-
In this work we will discuss the influence of these excessProjected motion, respectively. The projectile distance from
surface charges on electron transfer and projectile deflectiofie surface is denoted 3. The projectile coordinate along
in detail and comment on the recent and related theoreticdhe projection of the trajectory on the surfaceXgs. The
work of Borisovet al.[35] and Hayg et al. [36]. coordinatex,<<0 refers to the location on the surface where,
We have organized this paper as follows. In Sec. Il weat timeto, charge transfer start§ig. 2). The origin of our
review the main physical elements of our COM simulations,coordinate system is located on the intersection of the top-
such as effective potentialSec. Il A), local work-function ~ most lattice plang€at z=R=0) and the collision plane. The
changes(Sec. Il B), electronic transition rate¢Sec. 110,  jellium edge is located half a lattice constant above the up-
and projectile motior{Sec. 11 D. In Sec. Ill A we discuss in permost lattice plane of the crystal. The potential saddle is
detail the neutralization dynamics in front of the surface inlocated atz,. The projectile is assumed to reach its point of
terms of the evolution of level occupations, potentials, pro-closest approach to the surface at titse0 and the surface
jectile charge, and motion above metal and insulator surprojection of this point definegs=X,=0. For our applica-
faces. In Sec. Ill B we compare our results with previouslytions in this paper, it is sufficient to consider trajectories with
published experimental and computed data on image energprface projections along thd00] direction that intersect
gains of the projectile over a wide range of initial chargesurface lattice points and define the projectile coordinate
states. Our conclusions are contained in Sec. IV. We us¥,=0 (see Sec. Il B2 beloyw A more general approach
atomic units(a.u) throughout this paper unless specified oth-would average over many trajectories wity coordinates
erwise. inside a surface unit cell.
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TABLE I. Static limit (€,), optical limit (e..), and characteristic used in this work. Both image potentials are referred to the
frequencyw, used in Eq.(2.6) for the dielectric response of LiF image plane at;,,>0. In applications to metals, we identify

and Ki crystals aff =290 °C[41]. the image plane with the jellium edge, such thatbecomes
— equal to half a lattice constant. For ionic insulator crystal
Crystal €o € wo (107au.) targets, we inserted the negative ion radius#gy, i.e., we
LiF 9.00 1.93 1.39 assume that the induced positive image charge is located in
Kl 5.09 265 0.46 the vicinity of the high-density anionic electron cloud above

the target. A similar independent study of the dynamic di-
electric response of alkali halides was recently published by

The first term in Eq(2.1) represents the interaction of the Hagg et al. [36] in which, as in Eqs(2.4—(2.6), the linear-

active electron with the projectile and is modeled by theresponse theory result of Gaacde Abajo and Echenique
Coulomb potential [40] was combined with a nondispersive single-pole fit to the

dielectric function. The main difference from our approach
dp(R) appears to be the use of a small but finite dampjng constant
JX—X )2+ (2—R)Z vin th_e work of Hayg et al. We also note that Bany and
P 2.2 Setterlind[6] have developed a COM for capture from a
' dielectric sphere of radius and frequency-independent,
The projectile charge nondispersive dielectric constaat Their limit a—o corre-
sponds to an insulating surface with simplified image inter-
actions that include dielectric screening effects in terms of a
Ap(R)=0nucp— ; an(R) (2.3 frequency-independent multiplicative factor{¥)/(1+ ¢).
For metal surfaces, we can take the limits>oc in Eqs.
depends on the nuclear chargg,, of the HCI and the (2.4) and(2.5 and obtain the simple asymptotic forr#2]
projectile shell occupationa,. The indexn labels the prin-

Vproj(dp . X—Xp,Z2—R)=—

cipal quantum number of projectile shells. q
Surface charge distributions produced in response to the v{g‘f},a'(qp,o,er R)= ————, 2.9
external charges of the projectile and the active electron are 2+ R= 27
included in Eq.(2.1) in the form of the projectile image
potential Vi, , and the self-image potential of the active metal 1
electronV;, .. These potentials can be derived within linear- Vime (2)=— =z (2.8

response theory. Along an axis that is perpendicular to the
surface and includes the projectile nucléus., forx=X,),

approximate expressions for these potentials, appropriate fof order to avoid the u_nphysical singularity of the electron
grazing-incidence collisions, are given p40] self-image potgntlal at=zjy, , We truncate and stgadﬂy con-
nect the total image potential to the bulk potential given by

29, (= 1-e(w) the lower limit of the metal conduction band by extending
Vim,p(dp,02+ R):FJ doR 1+ e(w) the constant bulk potential to a small distance outgide
P70 Our choice forz;, is a little larger than corresponding values
® obtained by fitting local-density approximation calculations
U—(Z+ R_Zzim)> (24 [43]. It is, however, sufficiently realistic within the overall
P precision of our model.
and the self-image potential of the active electron The capture of electrons from a solid leads to a linear
surface charge distribution along the surface-projected path
1 (= 1-€e(w) ® of the projectile(Fig. 2). For a metal surface, these local
Vime(2)=——— o doR 1te(w) Ko| 2.-(2=2im) |, charge densities vanish instantaneously and do not influence
P P (2.5 the charge-exchange sequence or the motion of the projectile
due to high surface plasmon frequencies of the order of
wherev, denotes the projectile velocity amd, is a modified 10' s71. In contrast to metal surfaces, typical decay times
Bessel function. for excess surface charges on insulators are by far too long to
Equations(2.4) and (2.5 refer to the dielectric response compensate local charge accumulations at the collision time
of the target material to a moving external charge in thescale. As a consequence, the ion is followed by a linearly
undispersive approximatiofdQ], for which the dielectric stretched trail of surface charggs(x;) generated at times

X Ko

function (K, w) is independent of the momentumFollow-  t,i=0, ... imadXp), at locationsx;, for which the projec-
ing Ref.[41], we approximate the dielectric function tile is at distancedx(t;) above the surface. The charge de-
pends on the ion-surface distarRethrough the implicit de-
€0— €x pendence ok; on R.
€(w)=€, (2.6) We assume the excess surface charges to decay exponen-

+
_ 2_.
1= (w/ o)~ i(wlwo)y tially with a time constant. We can approximate by hav-

by its static[ e;=€(0)] and optical[ e..= e()] limits, the in_g chgrge_currentsﬁ restore the electric neutrality as de-
resonance frequenay,, and a positive infinitesimal constant Picted in Fig. 3. The driving forces of these currents are
v. Table | contains these constants for the two ionic crystalelectric fieldsE= o] caused by the local surface charges
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T /-l-\ ] Madelung background € ionic binding energy
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FIG. 3. Classical currentsthat are driven by the fielf = oj of
a capture-induced surface charge restored electric neutrality. A de-
cay time constant can be derived from the macroscopic conduc-  FIG. 4. Charge-state-dependent local work functinof LiF
tivity o by applying Gauss's theorem to the currérand a Gauss- approximated by splitting potentials acting on a bulk atom into an

ian surface given by a hemisphere with the positive excess surfacdionic contribution, the ionic binding energ;,, and the Made-

charge in its center. lung background potentidfy,q ng representing the rest of the bulk.
The distance J,,;,, denotes the orbital radius of the most loosely

) bound subshell of the ionic state and is dynamically adjusted to the
, t

~ p( t—t,
gi(x;,t)=q(x;)exg — v

>t (2.9 excess local capture-induced charge

. [44,49 to the ground-state energy of the crystal. This screen-
due to local chargesqi(x;) generated at timesti, ing correction is approximately included in E.11) in
1=0,1,2 ..., when charge transfer took place. By choosinGierms  of the static dielectric screening function
a hemisphere around the excess surface charge as the GaLﬁs(O)_ 1]/[ €(0)+ 1]. A Mott-Littleton correction is also in-
ian surfac?,_ Gauss's theorem leads to the decay timgded in the work of Borisowt al. [35] and Hag et al.
7=(2mo) * in terms of the macroscopic conductivity.  [36]. Instead of our multiplicative screening factor in Eq.
Typical values foro are 16 (© cm)! for metals and  (.11) Borisov et al. introduce this correction as an additive
o=1x10" (Q cm) * for ionic crystals, such as a LiF contribution to the attractive interaction of the active electron
crystal, at room temperature. For LiF this simple estimatyith the left-behind hole on the surface. The approach of
yields 7=10"" s, which lies about seven orders of magni- Hzgg et al. resembles our approximation in that the screen-
tude above the collision time of typically 16 s. This  jng of the capture-induced surface charge is included as a
means that after capture sets in and while the HCI continuegytiplicative factor that asymptotically, fa— o, becomes
to interact with the surface, a positive linear charge distribu—equa| to a frequency-independent dielectric screening func-

We note that in our version of the COM @ntinuous
. classicalcharge current is used to represent charge transfer.
mad Xp) In our discussion of local surface charges, the discretized
~ 2 Gi0)(x—x)=\(x) (210 : i !
i Qi (X ! chargeq; is used for convenience only and corresponds to
the (smal)) portion of an elementary charge that is transferred
remains on the surface-projected projectile path on the ioniduring one time step of the numerical propagatisee Sec.
crystal’s surface. This charge distribution pulls down the podl C 4, below. In contrast, Borisovet al. [35] and Hag
tential barrier and tends to repel the HCI from the surface. It®t al.[36] enforce charge quantization and consider local ex-
contribution to the total effective potentié?.1) amounts to  cess surface charges of at least one positive elementary
charge.

tion tion; it differs from Eq.(2.11) due to the inclusion ofi)
X dynamicalscreening of excess surface charges @ndrac-

mel tional ionicity effects close to the surface in RE36

N(X,H) = Z qi(x)exd — 2ma(t—t,)]8(x—x;) ional ionicity effects close to the surface in RE36].

B 6(0)—1[[%,%”]
e(O)+1l z B. Local work function

Vigcal(X,Z,t) =

) We now examine the dynamic change of the local work
+fxp(‘) o A(X,1) (2.1 function while the projectile draws a certain amount of
%o VZ2+ (X' —x)2| charge from a specific surface atom on an insulating surface.
In order to estimate the local work function of an ionic crys-
The term[q; c.i] represents the integer charge withdrawntal, we assume that target electrons are captured from an
from the active surface cell by an active electron that crosseanion on the surface lattice. The energy necessary to remove
the barrier, €.9.[q; cen]=1 for 0<q; c=<1. The integral a loosely bound valence electron from a surface anion can be
in Eq. (2.11) constitutes an average over previously trans-approximated by the affinitg;, of the free anion(3.4 eV
ferred (nonintegey charges. For metal surfaces, bothand  for free F~ ions) and by adding the interactions of the de-
V|oca) Vanish. taching electron with all other target ions as a Madelung-
The positive excess charggx’)dx’ within a small in-  background potential a4 ng (Fig. 4. This leads to the work
terval dx’ nearx’ polarizes the surrounding ionic crystal. function
This polarization effectively screens the local charge
A(x')dx’ and is the origin of the Mott-Littleton correction W(r 2nion) = EBina Vmadbg(T anion)- (2.12



342 JENS J. DUCF\,’E, FULVIO CASALI, AND UWE THUMM 57

We evaluated/ 544 at the mean radius],,;,, of the out- ' ' ' ' ' '

.
Ll S

ermost ionicn/” shell (=2, /=1 for LiF), directly above 10 R i
the anion’s lattice site, |l oo T e ]
proj
==V R=10 a.u.
Qj gl = Ve 4,(R)=2.8 |
Virad gl nion) =2 7= —, (213 == Vi
ad,bg\’ anion : |Rj_rgnionez| w 2,,=2.57 a.u.
. _ N L Xe'™ on LIF
wheree, is a unit vector along the positiveaxis. Since the or e on ]
contribution of the active surface anion is included viaits | e
binding energy, the active anion is exempted in the Made- _,./-"’ |
lung sum over all lattice siteéj in Eq. (2.13. Without tak- % S AT T T i
ing screening effects into account, we assu@je-—1 for § ’_/;——”
all anionic charges an@; =1 for all cathionic charges inEq. 8 _,, [ / |

(2.13. Equation(2.12 yields values of 11.65 eV for LiF and /
8.21 eV for KI and thus reproduces the experimentally de- .
termined work functiong12 eV for LiF and 8.2 eV for KI
[46]) sufficiently well within the overall accuracy of our ap-
proach.

In order to include the effect of the net capture-induced
local chargeg; ;>0 residing within the active surface lat-
tice cellj on the local work function, we addey ¢ to the

original anionic charg®;=—1 and obtain the new charge 25 z,
q=Qj+djcen, @ corresponding new ionic binding energy . . L, . ‘ Ly
Efing, @and, by using the Cowan cofi47], an adjusted ionic 30 35 40 45 50 55 60 65 70

radiusrdion. Inserting these quantities into both terms of z[aul

Eqg. (2.12 supplies the adjusted work functioV(r. ;..

Since the dynamical COM simulates continuous charge cur- FIG. 5. Contributions to the total electronic potentigl, for
rents, we interpolate between discrefg,,, values. In this ~50-keV Xe®*" approaching a LiF surface at an angle of 1° along an
way we can compute the local work functid@.12 as a  @Xis perpendlculgr to _the surfape_that includes the _prOJectlle
function of the capture-induced local surface chaggge nucleus. The projectile is on the incident part of the trajectory at
within the active anion’s unit cell. In contrast to the approachR =10 anddy(R=10)=2.8.

of Hagg et al.[36], we do not include fractional ionicity and , ) .
screening effects in the local work function. In agreementhen combined in the form of a system of coupled classical

with the papers of Borisoet al. [35] and Hayg et al. [36], rate egua_tions in order to describe the occupation dynamics
our local work function includes a Madelung sum for the Of Projectile levels.
interaction of the detaching or ionizing negative charge with

the ionic crystal and an additional term for the interaction

with the excess surface charge on the active anion site. How- We represent the electronic structure of the projectile by
ever, in contrast to these authors, we relate the additiondls spectrum of energy levels,(R) and their occupations
term to the affinity of afree anion of chargeQ;=—1 and  a,(R). Both quantities change during the motion of the pro-
interpolate(using atomic ionization potentialdo effective jectile. We assume hydrogenic shells with binding energies
chargesy> —1, as dictated by the non-charge-quantized ver-

sion of the COM. For LiF, we allow for at most one electron 1
to be captured from an active Fsite, such that); ce=<1. en(R)=-3
For KI, we take the large number of outer shell electrons on

I~ in account by removing this restriction.

In Fig. 5 we show the various contributions to the total
electronic potential(2.1) for 50-keV X&' ions that ap-
proac_h a LiF surface at a grazing angle of 1°. The potentials qeff,n(R):qnuc,p_E Shnan (R). (2.15
are displayed along an axis perpendicular to the surface that n’
includes the projectile nucleus. The projectile is on the inci-
dent part of the trajectory at a distanRe=10 a.u. in front of  The matrixS, ,» accounts for screening effects and is deter-
the surface. The remaining projectile chargg(R=10) mined under the simplifying assumption of full inner screen-
amounts to 2.8, i.e_jfp)\(x)dxz 12.2. ing and no screening by outer and equivalent electrons

0 (Shnr=1 forn>n" and S, =0 otherwis¢. The classical
model of a continuous charge flow over the potential barrier
in conjunction with discrete energy levd®.14) requires the

In this section we summarize the approximations that leadlefinition of energy bins. We designate energy bins by
to simple analytical expressions for resonant and Auger trar-€,(R)]. Each bin is attributed to a projectile shelland
sition rates, closely following Ref42,4]. These rates are includes electronic energieswithin the interval

1. Resonant gain

q”_m))z
n

(2.19

that depend on the effective charges

C. Transition rates
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- than the onset of classical electron capture across the poten-
en(R)]1=[3(en—€n-1)+ Vimp+ Vi . : . . . .
Len(RII=Lz (0= en-2) + Vimpt Vimee tial barrier. Interestingly, our numerical results, including

+V 1 —e )4V capture rates modeled with reference to the free-electron
IocaI12(8n+1 Sn) im,p . .
density of states, also indicate a delayed onset between the
+VimeT Viocall (2.16 initiation of a classical over-barrier current and the

_ _ _ _ _ projectile-surface distance where one elementary charge has
including corrections for level shifts due to image chargepeen transferredsee Sec. Il A below Furthermore, we
interactions and localized surface charges. Thus the charqg,int out that previous dynamical COM studies on electron
currentl transferred classically from the surface into the en-capture in collisions with G, [7] have shown a rather weak
ergy bin[&,(R)] is considered to feed theth energetically  dependence of final projectile charge states and critical cap-
shifted shell of the projectile. _ ture radii on variations in the resonant capture rates. We
The resonant gain currefite., the resonant gain ratlY  therefore conclude that within the overall accuracy of the
from the surface into a particular manifold of the HCl is COM and in view of the narrow valence band of ionic crys-

given by the product tals, the free-electron-gas model is sufficiently realistic for
- ) providing acceptable estimates for resonant capture rates.
I (Rt)=0(R)jn(R,) (217 The agreement of our simulated projectile energy gains with

experiments for ionic crystal surfaces provides further sup-

of the current density port for this approximatiorisee Sec. Il B 2, beloyw

1 (min(=W,en4 10
jn(Z)sz deD(E)\/Z(E—Vb) (2.18 2. Resonant loss

The rate of electron loss from atomic energy levels into
and the cross sectiorr. The conduction-band density of unoccupied bulk levels can be obtained from the electron’s
states in free-electron-gas approximation is given byorbital frequency of revolution
D(E)=V\2/7?JE—V,, where -V, is the lower valence-

band limit with respect to the ionization threshaldf. Fig. qgff'n
1). Values for the targets investigated in this work are =
Vy=10.6, 10.9, 15.9, 14, and 10.5 eV, respectively for
Au(polycrystalling [10,48, Au(110 [10,48, Al [48], LiF o o - ] ) ]
[46], and KI[49]. V is a volume that we assume to be Onemul'uph.ed with |t§ probability to hit the saddle region that is
a.ud for the following. The factor/2(E— Vy) is the classical ~aPProximately given by

velocity of active electrons while passing the potential bar-

rier. The energetic bottom of the conduction band Ngs P(en) =[Zerit(en) = Z)/ Zerit(en), (2.22
below the ionization threshold and the geometrical factor 1/4

in Eq. (2.19 relates the isotropic density of statB§E) to  wherez,;(¢,) denotes the critical distance where the first
the electron current along the positive surface normal. Thelectron capture occurs into shell[4],

cross section

max(Vp.en-1/2)

(2.2

2mn®

AX

5 (2.19

o=

)2 IN(2)=1,P(ep). (2.23

For insulators, particularly for LiF with no unoccupied band

is equal to the classically allowed area over the potentia‘?lvels below the vacuum level, resonant loss is irrelevant and

saddle through which the current representing active elec —

trons needs to flow. The effective widthAx(t)

=|x4(t) —x,(t)| of the saddle at any time is given implicitly 3. Auger processes

by the two solutions; andx, of Intra-atomic Auger transitions induce small changes in
the projectile occupation during the interaction with the sur-

&n(R) +Vim,p(dp , X=Xp,Zp+ R) + Vim e(2y) face. Following Ref[4], we express the Auger rates by a

+Viocal(X,Zo 1) = Vioi(Gp X, 25 . X Ro1), simple analytic fit through data points
(2.20  5.06x10°°
where, as in Eq(2.4), the nuclear image potential is evalu- Loyn= (n;—n;)346 (2.24

ated on the axig=X,.

We note that the valence-band de_nsny of states of an oNig. t have been calculated with the Cowan CPA for fast
crystalper seis poorly represented with the free-electron-gastransitions between two given shefis andn
model. Hayg et al. [36] used classical Monte Carlo tech- 9 ® f
niques in order to simulate the over-barrier dynamics of tar-
get electrons that are released from an anionic center by the
highly charged projectile. Their Monte Carlo study indicates The dynamically varying projectile populations are ob-
that the electron is effectively captured from LiF at a projec-tained as solutions to the coupled set of classical rate equa-
tile surface distance that is about 3 a.u. closer to the surfad#ons

4. Rate equations
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da, | action of the HCI with an array of surface atoms or ions is
F=®(An—an)rﬁg—anrﬁ + Wi X Do oW o well represented by taking the planar average of @R7)
n'>n [51],
—2W q E 1—‘n,n’Wf,n’a (2.29 Za-77'(:1nuc,pqnuc,t , R
n’<n WTFM(R):TffJ al

where the degeneracy of shellis given byA,=2n2. 0 is 3
the unit step function. Theempirica) statistical factor :2 ﬂex%—BE
w; ,=1/(1+1.5a,) corrects for the decrease in Auger tran- =1 Bi 'a
sition rates due to increasing populatioas of the final

level. The statistical factow; ,=3a,(a,—1) takes the where, for simplicity, we have assumed a square lattice with
equivalence of electrons in the initial shell into account.  lattice constand. For ionic crystals that are composed of
two different ion species, we apply Eq&.29 separately to
surface lattices of anions and cathions. This results in the

_ i N _ _ planar-averaged potential
Before reaching the first critical over-barrier radius, the

motion of the incoming HCI is solely affected by its attrac- Wrenm(R)=WaRETR) + WEAhON Ry, (2.30
tive self-image force. For metal surfaces this force is given _ .
by where Wanien weathion are constructed according to Eq.
) (2.29)_ With Onyct replaced by the respe_ctive nuclear charges
Up 29 of anions and cathions and with the distamcbetween an-
2(R—Zzi,) (228 ons or between cathions, respectively.

The force exerted on the projectile by the capture-induced
and for insulating surfaces by the derivative of Eg.4).  Surface charge distributiof2.10 is repulsive with a parallel
After the projectile has reached the first critical over-barriercomponent that accelerates the projectile in posiiwcérec-
distance, charge transfer begins and, for insulators, the sefflon. It is given by
image force(2.26) starts to compete with the repulsive force

€0)—-1 pr XL D(RXp—x")

R

a

¢’ ; (2.29

D. Projectile motion

I:im,p-p( R)=- (

created by localized surface chard@sll). For grazing col-

lisions, the latter force is weak, due to the large projectile FlocallXp,R)= :s(0)+1qp %o X (R2+ (X, —x'))¥?
velocity component parallel to the surface, which rapidly in- (2.3
creases the distance between previously created surface

charges and the HCI. The factor[ €(0)—1]/[ €(0)+ 1] accounts for the static di-

At distancesR smaller than the largest radius of occupied electric screeningcf. Eq.(2.11)]. The effect of this force on
atomic orbitals(r),, the electron clouds of the incoming the projectile motion parallel to the surface is small. For
HCI and the surface ions begin to penetrate each other. Tha0-keV X" incident under a grazing angle of 1° on LiF, it
accurate description of this situation would require detailed-hanges the parallel component of the projectile velocity by
quantum-dynamical calculations, which are far beyond thd.2%. The net force on the projectile is now given by the
overall simplistic nature and accuracy of the COM. In ordernegative gradient oWrry, the projectile self-image force
to determine the classical motion of the projectile, we em«2.26), and Eq.(2.31),
ploy the Thomas-Fermi model and use the Thomas-Fermi-

LN . . d R
Moliere potential energy50] FrelXp R)=| — d—R[WTFM(R)]JFFim,p-p(R) e,

Unuc,pYnuct
r

r
o —

Wrem(r)= al

(2.27 +Fiocal(Xp, R). (2.32

This interatomic potential includes the Coulomb repulsion IIl. NUMERICAL RESULTS AND DISCUSSION

between the two nuclear charggs,cp anddpyc, of the HCI In this section we are going to discuss the pronounced

and a target atom, respectively, and a screening funation gifferences in the above-surface neutralization dynamics be-

that depends on the internuclear distamcecaled by the tween insulating and conducting targets as predicted by our

screening lengtfa, simulations. All electronic interactions depend strongly on
the projectile’s position on its trajectoX(t),R(t)), which

r 8 r in turn depends on the charge state evolutig(t) and, for
¢ a :21 “ieXp(_ﬂig insulator targets, on the trail of positive excess surface
charges. Due to this coupling of nuclear and electronic de-
grees of freedom, the reconstruction of measured projectile
a=0.885 34N dp ¢ p T dnuct: (2.28  deflection angles and projectile energy gains will supply sup-
port for the specific interaction model implemented in our
with {a;}={0.35,0.55,0.1pand{3;}={0.3,1.2,6.0. simulation. Even though it is not yet possible to extract direct

For small perpendicular projectile velocity components,evidence from the experimental data for the time evolution
as typically given in grazing incidence collisions, the inter-of many quantities included in our simulation, such as shell
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0 5 10 15 20 25 30 35 40 FIG. 7. Results for X€* (Ey;,=50 keV) ions impinging under
perpendicular distance R [a.u.] 1° grazing incidence conditions on an Al surfa¢a. Time evolu-
tion of the resonant gain rates for the highest resonantly populated

FIG. 6. Results for X§+ at Ej,=50 keV and an incidence  gpg|is,(b) Shell occupation. Charge exchange primarily takes place
angle of 1°(a) Time evolution of the projectile charge state for LiF i3 resonant gain into the=18 shell.

and Al surfaces(b) Resonant gain rates on LiF for the two highest

resonantly populated shelke) Projectile shell occupations on LiF. 6(c) and 7b)] for the two targets and incident & ions.

On the Al target, then=18 shell of the projectile becomes
populations and level shiftSec. Ill A), good agreement be- strongly populated with filling rates of the order of'40s™*
tween energy gain measurements and thédeg. Ill B) sup-  (Fig. 7). For LiF, resonant gain transfer occurs into the
ports the validity of our model assumptions. n=14, 13, and 12 shells. The sharp maxima of the gain rates
on LiF exceed the metal rates by almost two orders of mag-
nitude. The average neutralization rates, however, i.e., the
slopes of the corresponding shell occupatifffigs. §a) and

Figure 6a shows the simulated projectile charge evolutiorY(b)], are only slightly higher in LiF. The interruption of the
for Xe'®" ions colliding with an Al target in one case and a projectile neutralization betwed®= 19 andR= 21 coincides
LiF crystal in the other. The incident projectile energy is 50with the transient increase ®, aboveW in Fig. 8b). Reso-
keV at a grazing incidence angle of 1°. For Al, the first nant loss processes are either forbiddeifr) or contribute
critical distance for classical over-barrier capturRjs=38.  with negligible rategAl). For the Al target, shells below the
In the case of LiF, the interplay of the large work function resonantly populated levei=18 are populated in Auger
and image charges, which compared with the Al target aréransitions.
reduced by the altered dielectric response function, effec- The regularly spaced spikes in the resonant gain rate for
tively shifts the onset of charge transfer by about 10 a.u. tXe®" impinging on LiF[Fig. 6(b)] originate in the capture-
R.~30. Our version of the COM does not impose chargeinduced local surface charges. As the surface-projected path
quantization. By rounding to nearest integer charges, thef the ion enters a new surface cell containing a single fluo-
neutralization sequence is therefore completed when the preine F ion, the work function is reset to its original value
jectile charge becomes smaller than 0.5. In comparison withWW=12 eV, such that the local Fermi level suddenly moves
LiF, we find that for the same ion-surface distariRethe  upward, thereby stimulating over-barrier capture. The corre-
early onset of electron transfer on Al leads to smaller projecsponding work function changes by an amount up to 6 eV
tile charges above the metal target. [Fig. 8b)], whereas oscillations in the barrier heighs of

Differences in the time evolution of resonant gain pro-the potential saddle remain comparatively small with an am-
cesses become apparent by comparing resonant gain rajggude less than 1 eV as the ion travels over the surface cell
[Figs. 6b) and 7a)] or projectile level occupationgFigs.  boundaries. This relatively inert behavior ¥f, can be ex-

A. Interaction dynamics
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FIG. 9. Projectile trajectory in terms of the perpendicular pro-
jectile velocity component, versusR for 20-keV X" ions im-
pinging under 1° on Al and LiF. The first two curves exhibit stan-
dard dynamical COM simulations on these targets. The next two
curves show simulation results for the samé*Xeprojectile on LiF
when local surface charges have been disabled in the third and a
large “metal” value for the dielectric susceptibility— o has been
chosen for the fourth curvéX,=0 corresponds to the vertex of the

full simulation for LiF.

tive. As will be shown below(Sec. Il B), this interplay is
also related to the strikingly small differences between the
image energy gains of a particular HCI on LiF and Al tar-
gets.
In Fig. 9 we compare ion trajectories for grazingly inci-
FIG. 8. Results for X€" ions impinging withE,;,=50 keV at  dent 20-keV X&5 on Al and LiF surfaces. At large dis-
a grazing angle of 1° on Al and LiF surfaces. The plot shows thetances, the magnitude of the perpendicular velocity compo-
time evolution pf the potential barr?elb, the target worl§ function nent |v,| steadily increases due to the attractive projectile
W, and t_he projectile sh_ell_occupatlc_ms of the_ most active shélls. self-image force. The short-range Thomas-Fermi-Melie
fi‘ZIdSV\e/v(z)llsvpelasyn;::;':}di::SX(ngzctlgztlt%r)lj fcz)r: I;elit,a;vshereas all poten-y wential in Eq.(2.27) causes the inversion of the trajectory
y in a small region that measures about 2 a.u. relative to the
vertex of the trajectory leading to nearly specular reflection.
plained by the moderate influence of the local surfaceFor the LiF target the attenuated dielectric response of the
charges on the total potentid],; near the saddle positiaz, insulator weakens the image attraction in comparison with a
which is situated typically a few a.u. in front of the first bulk metal target. We simulated this effect in a separate calcula-
layer (see also Fig. b We note that if capture from a given tion for LiF where we replaced the insulator specific dielec-
anion proceeded, the local work function would increase bytric response in the projectilself-image interactions by the
about 10 eV per unit capture-induced surface charge. Howasymptotic response of a perfect metal, taking 26 and
ever, due to the high transfer rates of up td®16%, the  the limit e~ in Eq. (2.4). This yields a noticeable change
continuous current of negative charge is quickly cut off atin the ion trajectory. Before capture sets in at laRjeonly
the moment when the Fermi level is shifted below the saddighe image force acts on the HCI and the “metal dielectric
point V,, (“over-barrier cutoff’). In other words, the local response” trajectory for LiF nearly coincides with the ion
work-function changdi.e., the shift of the Fermi level to- trajectory in front of Al. The replacement of the insulator-
wards lower energies and below,) generated by capture- specific dielectric response by the metallic response on LiF
induced surface charges produces the peaked structures rimoves the onset of charge transfer 13 a.u. closer to the sur-
the resonant gain rates. For the Al target, the absence of loctdce. This shifts the potential barrier upward due to the more
surface charges results in a comparatively steady evolutiorepulsive (unscreenedprojectile image tern(2.4), thus re-
of the gap betweeiv, andW [Fig. 8@] and results in the duces the amount of charge captured, and more than doubles
mostly smooth development of the dominant resonant gaithe overall energy gain above the target, clearly leading away
rates in Fig. 7a). from both our dynamical COM with insulator-specific re-
Considering the characteristic discrepancies in the reseponse and experimental resulége Sec. Il B.
nant exchange mechanisms, it is surprising that the average In another separate simulation we have eliminated all ef-
rate of neutralization is very similar for both targets. Thefects due to the capture-induced positive surface charge dis-
effects of the low alkali halide work function on the onset of tribution on LiF (Fig. 9. The local surface charges add to the
charge exchange, the reduced dielectric response of the insprojectile repulsion near the surface. The vertex is now lo-
lator, and local surface charges appear to be counterproducated about 0.1 a.u. closer to the first bulk layer than the

10 15 20 25 30 35 40
perpendicular distance R [a.u.]
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genuine 50-keV X&' -LiF simulation including local sur- 200
face charges. This small shift suggests that the direct influ- | & Expt.: Winter et al,
ence of these surface charges on the projectile trajectory is - gx:;;:‘gz‘,ﬁw
rather small. The large discrepancy of 12.8 eV in the image ' | |- staircase coM .
energy gains between both simulatiofsee Sec. Il B2 tag | [T-omroase COMiLemeletal p <
originates mainly from deviations in the neutralization dy- = 120 Xe* on Al -
namics leading to a higher average projectile charge in front € e
of the surface when local surface charges are disabled. This g ' e
can be understood by considering that the compoWegnt, 2 s /,/
in Eqg. (2.11) pulls down the potential barrig2.1) and also ol rd
the projectile energy level®.16 and thus counteracts elec- g
tron loss due to level promotion into the continuyihan or e
occupied level gets promoted to the continuum, we assume 2| /_//’/
that the level is instantaneously ionized o =~ ‘ ‘ ‘ ,
The distance of closest approach to the surface under 0 5 10 15 2 % % %

initial projectile charge g,

grazing incidence is determined by the initial velocity com-

ponent perpendicular to the surface, the total-kinetic-energy FIG. 10. Experimenta[52], simulated staircase COM results
gain of the HCI at the turning point, and the composition of 14 and our simulated energy gaifdynamical COM for Xe%*
the target material via the screened interatomic interactiofiz 7q kev, 1.5°) on an Al surface. The simple model assumes
(2.27). Our simulations yield turning points &=1.1 and  jnstantaneous complete neutralization at the first critical distRace
1.3 for Xeé** ions impinging on Al and LiF, respectively, at and sets a lower boundary for projectile energy gains. The staircase
an incident energy of 30 keV and an incidence grazing angl€oM instantaneously transfers one charge unit each time the over-
of 1°. barrier condition is fulfilled. In the dynamical COM continuous
charge currents flow between projectile and surface with rates de-

B. Image energy gains rived from a classical model.

Having presented detailed results on the interaction dybapture. This version of the COM is called tistircase
namics in the preceeding subsection,. we are now go!ng chodeI[lO]. In contrast to the dynamical COkBec. Il A), in
demonstrate that the extended dynamical COM can quite agne simple and staircase model the charge-transfer current is
curately reproduce previously publishe@ineasured and gyantized. For energy gains of Xe projectiles on an Al
simulated data on image energy gains for both conductinggrtace, the staircase model almost coincides for all initial
and insulating crystals over a wide range of initial proleCt'lechargesq with the dynamical COM and the simple model
charge states. Our simulati_on; as well as recent experimenﬁedicts' Zs expected, lower-energy gains foggliFig. 10.

[29] show that the neutralization of the HCI is completed gycent for the highest charge states, both the staircase and
prior to its reflection for a wide range of initial projectile dynamical COMs agree with the experimental gains of Win-
charge states. The inversion of the perpendicular velocityy, et 4. [52], even though the more elaborate dynamical
component, takes place at a distance of a few atomic UnitScom employs transition rates that depend on the width and
above the surfacéFig. 9), and the measurable difference yepih of the potential saddle. The simple model underesti-
between the asymptotic incident and reflection angles of af5tes the measured energy gain, except for the highest
ion beam can _be straightforwardly correlated to the net im'charge states, where agreement with the experiment may be
age energy gaif52,27. fortuitous. Except for the simple COM, all simulations inter-
sect the experimental error bars for charge stafes30. All
simulations show the genera}” trend.

Image energy gains of a HCI impinging on metal surfaces The deviation in the experimental data from the approxi-
are characterized by an approximaf}” increase with the mateq®’? proportionality of the energy gain in all COM ver-
initial projectile charge statq, [9,10,27. A lower limit for  sions abovej,~26 (Fig. 10 has been scrutinized by Lemell
the energy gain can be deduced by assuming that the projeet al.[10]. The authors rule out both saturation effects in the
tile is instantaneously and completely neutralized at the firssurface charge-density fluctuations induced by the HCI at
critical distanceR.=8q,+2/2W [53]. We shall refer to R=R; and effects due to the parallel velocity of the HCI.
this estimate as thésimple COM.” The energy gain for They conclude that the measured deviation fromggfépro-

1. Metals

largeq, is then given by the analytical formula

portionality is due to incomplete screening of outer shells at
decreasindRr which, for high initial projectile charges, leads

2 wq? to a faster decrease of the effective projectile charge and
qp p Lo . . :
AE= IR . therefore to a diminished increase in the energy gain as a
¢ 4J§ function of gq,. However, as far as we know, the initial

charge state|, at which the experimentally observed plateau

ConsequentlyAE/W should be independent of the target appears has not yet been reliably calculated within any COM

material.

(see also the review article of Wint¢27] and references

The simple COM can be improved by letting one electronthereir). Figure 10 also shows that the staircase COM calcu-
transfer to the HCI each time the over-barrier condition islation of Lemellet al. [10] agrees with our results.

fulfilled at consecutive critical radii for the first, second, etc.,

Kurz et al. [54] have analyzed total electron yields for
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FIG. 11. Experimenta]54] and our simulated dataynamical
COM) for very high charge state ions impinging on polycrystalline
gold.

FIG. 13. Experimental energy gaif83] compared with our
dynamical COM simulations. Results obtained by neglecting
capture-induced local surface charges are labejgd,=0.

higher charge states as a function of the inverse projectil
velocity. Their data for X&",q=34,...,50, and
Th9*,q=61,...,79 ongold surfaces under perpendicular
incidence provide, if anything at all, weak evidence of a
deviation of the energy gain from thg®? proportionality
(Fig. 11). We note that the experimental method of R&#]

is prone to larger errors than the deflection angle metho
[52]. Our dynamical COM data for thorium are near the up-

per en(_j of the experimental error bars_. in our insulator extension of the COM and use'Xeon LiF

In Fig. 12 we compare our dynamical COM results for and KI, with energy gains of 43.6 eV and 31.8 eV, as a
150-keV ions on Au with energy gains measured by Meyerreferen,ce '
eltoal._l[ﬁS] and \.N'th tthle COI':/I s;]mulatlon q of Ler|r|1eldat al. At first we take a closer look at effects that are induced by
[ . |. The experimental results Show gooc overa agreem?%e surface charges. We observe that the restriction of one
with our calculations for both projectiles but fall systemati-

. removable charge per Fion (which we did not apply to
cally short of the dynamical COM values abogg=30. iodine for its vast number of outer shell electrpfmvers the

energy gain by 1.6 eV. Furthermore, disregarding all
capture-induced surface chardes curves labeled);yc4=0
Energy gains for 50-keV Xe ions directed under a grazingn Fig. 13 increases the energy gain of & on LiF to 56.3
incidence angle of 1° on alkali halide crystalsF and KI)  eV. For the Kl target, however, the neglect of surface
have been measured recently by Aettal.[31,33 by using  charges increases the energy gain to 37.0 eV for incident

oM simulations agree with experiment for the Kl target for
0,<17 (Fig. 13. However, experiment and simulation tend
to deviate in a systematic way for the LiF target, where, for
low and intermediate incident charge states, the measured
values slightly exceed our simulations. We tried to identify
n adjustable parameter in order to further improve the
greement with experiment for both targets. In the following
paragraphs we will discuss several of the effects that appear

2. Insulators

the deflection angle methdd®2]. Our extended dynamical

250

200 -

o
S

energy gain [eV]
=)
o

50 -

V ¥ on Au (Meyer et al.)

O Pb™ on Au (Meyer et al.)
— I* on Au (dyn. COM)
—— Pb" on Au (dyn. COM)
-~ _gimulation (Lemell et al.}

8

10 12 14 16 18 20 22 24 26 28 30 32 34 36 38
initial projectile charge g,

Xe®®", which lies above the experimental error bars. Our
numerical results show the expected increase for energy
gains at all charge states if we discard surface charges. For
the Kl target, the inclusion of capture-induced surface
charges improves the agreement between simulated and mea-
sured energy gains.

With respect to the ionic conductivities, we note tlwat
has to be increased by more than six orders of magnitude in
order to induce any significant change in the energy shifts.
Despite our crude estimates for and the order-of-
magnitude derivation of the time constanin Eq. (2.9), we
can therefore exclude lifetime effects of capture-induced sur-
face charges on the simulated energy gains.

The image plane is located at one anionic radius above the
uppermost bulk layer. This choice constitutes an upper limit
for z,,,. Alternatively, since an accurate value is difficult to
assess and the concept of an image plane is not well defined
for ionic crystals, one could usg,, as an adjustable param-

FIG. 12. Experimenta[28], simulated staircase COM results eter. Placing the charge distribution at the topmost lattice
[10], and our simulated datalynamical COM for 150-keV F* and  plane diminishes the image energy for'Xe by 1.6 eV on
PH" ions with charge states,=<36 on Au. LiF. For KI the energy gain slightly increases by 0.6 eV.
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We have performed all simulations with free-electronof our calculation, we do not need to include a time-
densities of states and a constant volume favterl in the  consuming average over trajectories with differggtin our
transition rateg2.17), which is a rather poor approximation simulation.
for an ionic crystal and may not give sufficient credit to the
pharacterlstlcs of a particular crystal, th.e r)eggtlve fluorine IV. CONCLUSIONS
ion possesses sixp2electrons, whereas iodine ion holds a
large number of loosely bound electrons. In an attempt to In this work we applied and discussed extensions to the
work this information into the simulation, we reduced the classical over-barrier model that include insulator-specific ef-
resonant gain rate2.17) for the LiF target by a factor of 5. fects such as capture-induced local surface charges, local
As a result, we find that these modified rates lead to energwork function changes, and the dielectric response of the
gains on LiF that lie inside the experimental error bars for alltarget. A detailed study of the interaction mechanism has
charge states. In a more realistic representation of the targbeen presented in terms of the time evolution of projectile
electronic structure, more attention must be given to the valevel occupations, transition rates, and several other quanti-
lence electrons of the anions. The above-mentioned discrepies involved in the neutralization process.
ancies for Kl and higher charges of the incident projectile Our results are in good agreement with previously pub-
may be related to the simplified representation of the targelished experimental data for highly charged ions impinging
electronic structure inherent in our implementation of theon two different alkali halide ionic crystals. In order to verify
dynamic COM. the basic framework of our implementation of the dynamical

As explained in Sec. Il A, our simulations were limited to COM, we have disabled all effects related to insulators and
trajectories withY,=0, for which the collision plane inter- found good agreement with energy gain measurements for a
sects anionic and cathionic nuclei along fA€0] direction.  variety of incident ion charge states and metal targets.
Since in surface scattering experiments the incident ion beam
illuminates a surface area that is large compared with a sur-
face unit cell, we addressed the sensitivity of our simulated
energy gains to changes ¥}, . ForY,=0.5d, corresponding We acknowledge helpful discussions with H. J. Anhdra
to surface-projected trajectories halfway between ionic rowsHagg, and C. O. Reinhold. This work was supported by the
we find for 30-keV Xé°" projectiles incident under 1° on Division of Chemical Sciences, Basic Energy Sciences, Of-
LiF a kinetic-energy gain of 44.6 eV, compared to 43.6 eVfice of Energy Research, U.S. Department of Energy, by the
for trajectories withY ;=0 and an experimental val§i@3] of ~ Kansas Center for Advanced Scientific Computing spon-
53.2 eV. The slightly larger energy gain is consistent withsored by the NSF EPSCoR/K*STAR program, and by the
the increased average distance of capture-induced surfad&tional Science Foundation. J.J.D. was supported in part by
charges from the projectile. The change in energy gain witlthe German Bundesministeriumrf@ildung, Wissenschaft,

Y, is sufficiently small such that within the overall accuracy Forschung und Technologie under Contract No. 13N6776/4.
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