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We computationally examine how adding NaCl to an aqueous solution with α- and γ -glycine nu-
clei alters the structure and interfacial energy of the nuclei. The polar γ -glycine nucleus in pure
aqueous solution develops a melted layer of amorphous glycine around the nucleus. When NaCl is
added, a double layer is formed that stabilizes the polar glycine polymorph and eliminates the sur-
face melted layer. In contrast, the non-polar α-glycine nucleus is largely unaffected by the addition
of NaCl. To quantify the stabilizing effect of NaCl on γ -glycine nuclei, we alchemically transform
the aqueous glycine solution into a brine solution of glycine. The alchemical transformation is per-
formed both with and without a nucleus in solution and for nuclei of α-glycine and γ -glycine poly-
morphs. The calculations show that adding 80 mg/ml NaCl reduces the interfacial free energy of a
γ -glycine nucleus by 7.7 mJ/m2 and increases the interfacial free energy of an α-glycine nucleus by
3.1 mJ/m2. Both results are consistent with experimental reports on nucleation rates which suggest:
J (α, brine) < J (γ, brine) < J (α, water). For γ -glycine nuclei, Debye-Hückel theory qualitatively,
but not quantitatively, captures the effect of salt addition. Only the alchemical solvent transforma-
tion approach can predict the results for both polar and non-polar polymorphs. The results suggest a
general “salting out” strategy for obtaining polar polymorphs and also a general approach to compu-
tationally estimate the effects of solvent additives on interfacial free energies for nucleation. © 2014
AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4853775]

I. INTRODUCTION

Solute precipitate nucleation is an important step in phar-
maceutical crystallization,1–5 biomineralization,6–10 and self-
assembly.11–13 Different polymorphs, i.e., different crystal
packings of the same compound, are known to differ in im-
portant properties like the crystal growth habit, the solubility,
and rates of dissolution and growth.2, 4, 5, 14–16 Nucleation is
key to controlling polymorphism and other properties because
nucleation occurs before the later processes of growth, ripen-
ing, and agglomeration. Nucleation and polymorph selection
depend not only on temperature and supersaturation, but also
on more complex molecular level interactions and dynamics
of the solute molecules, solvent molecules, and additives.

Ostwald17 noted that unstable polymorphs tend to nu-
cleate first from a supersaturated solution, with more stable
polymorphs emerging from later polymorph transformations.
However, changing the solvent, which does not alter rela-
tive polymorph stability, can alter polymorph selection.18–21

Clearly, Ostwald’s rule is not generally applicable. Stran-
ski and Totomanov put forth the more general and funda-
mental view that activation free energy barriers control poly-
morph selection during nucleation.22 Computing the free en-
ergy landscape for polymorph selection is feasible only for
simple model systems,23 so many investigators have sought
more heuristic principles and methods for understanding and
controlling polymorph selection. For example, in some cases,

nucleation yields that polymorph in which the molecules
retain their predominant solution phase conformation.24–26

However, the dominant conformation in solution may also dif-
fer from conformations within the resulting polymorph.27, 28

Additionally, low concentration solvent additives can serve
as molecular templates to promote nucleation and influence
polymorph selection.9, 16, 29–31

Glycine polymorphism is widely studied both
experimentally32–38 and computationally.39–44 Glycine is
a small zwitterionic molecule with three polymorphs, γ -,
α-, and β-glycine in decreasing order of stability, which can
all be formed at ambient conditions. Thermodynamically
stable γ -glycine (space group P32) is a polar polymorph
of hexagonally packed glycine chains,45 while α-glycine
(space group P21/n) is sheets of hydrogen-bonded dimers,46

and β-glycine is sheets of hydrogen-bonded monomers.47

β-glycine nucleation and growth from aqueous solution
requires a significant fraction of alcohol48, 49 or specialized
additives, e.g., concentrated racemic phenylalanine,50 so
most studies of glycine nucleation and growth from aqueous
solution focus on α- and γ -glycine. α-glycine forms first out
of aqueous solution37 while the thermodynamically stable
γ -glycine forms first only out of aqueous solution with a
variety of acids or bases,36, 38, 45 inorganic salts,36, 37, 51, 52 or
tailor made additives.36, 50

Several theories have been proposed to explain how sol-
vents and additives modulate polymorph selection between
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α- and γ -glycine. The dimer hypothesis, put forth by
Myerson and co-workers, was based on early evidence that
centrosymmetric dimer units like those in the α-glycine struc-
ture are prevalent in aqueous solution. The prevalence of
glycine dimers in solution was supported by diffusivities34

and SAXS32, 33 measurements. The dimer structure is only
present in α-glycine, not γ - or β-glycine, suggesting that
prevalent dimers preferentially organize into α-glycine crys-
tals. More recently Huang et al.35 found that glycine
monomers, and not dimers, are prevalent in aqueous solu-
tion based on freezing point depression and new self-diffusion
measurements. Theoretical studies also suggest that glycine
monomers are more common than dimers.40, 41, 44 Further-
more, analysis of the structure of glycine pairs in solution
indicates that catemers and not dimers are the most preva-
lent pair structure in aqueous solution.40, 41 Catemer units ex-
ist in the α-, β-, and γ -glycine polymorph structures. There-
fore, the more recent studies suggest that dimers in aqueous
solution cannot explain α-glycine polymorph selection in
water.

Others have focused on understanding the additives that
favor the formation of γ -glycine. The most common additives
used to form γ -glycine are strong inorganic acids or bases,
and inorganic salts.36, 37, 51–53 γ -glycine can be obtained from
pure aqueous solutions by thin film evaporation,54 but this ex-
ception may be related to acidity of the air-water surface.54, 55

Several hypotheses for the mechanism by which these addi-
tives favor γ -glycine focus on the growth rates of α- and γ -
glycine. Towler et al. hypothesized that acids and bases cause
surface poisoning of the fast growing faces of α-glycine.36

Towler et al. also proposed that inorganic ions like Na+ can
poison the fast growth of α-glycine and thereby favor γ -
glycine in solution.36 According to theories of crystal growth,
additives that poison the growth of certain faces should in-
crease the size of those faces in the crystal shape.3 Indeed,
NaCl, malonic acid (anionic glycine analog), and ethylene-
diamine (cationic glycine analog) additives do increase the
size of fast growing α-glycine faces. However, Han et al.
showed that polymorph selection was not consistently re-
lated to α- and γ -glycine growth rates in acid and base
solutions.38 Instead, Han et al. showed that the formation of
α- and γ -glycine was determined by their relative nucleation
rates in acidic and basic solution.56 Of particular interest for
the current work, Han et al. also found that the nucleation
rate for γ -glycine in aqueous NaCl solution is slower than
the nucleation rate of α-glycine in aqueous solution (without
additives).56

According to the classical nucleation theory (CNT), the
nucleation barrier originates from the interfacial free energy
between the stable nucleus and the metastable solution. CNT
gives the free energy to form a nucleus of size n as FCNT(n)
= −n�μ + γ an2/3 where �μ is the chemical potential
driving force, a is a shape-dependent area factor, and γ

is the interfacial free energy between the nucleus and the
solution.57–59 At large nucleus sizes, the favorable bulk free
energy dominates and nuclei grow. At small nucleus sizes,
the interfacial term dominates and nuclei dissolve back into
the bulk. At the critical size, n‡ = (2γ a/3�μ)3, the opposing
forces which push the nucleus to grow or shrink are balanced

in an unstable equilibrium. CNT predicts that the (homoge-
neous) nucleation rate J is approximately

JCNT = ACNT exp

[
−

(
γ a

kBT

)3 4

27 ln2 S

]
, (1)

where ACNT is a prefactor with units m−3 s−1, S is the super-
saturation, kBT is the thermal energy, and �μ = kBT lnS.57

Concepts from CNT are central to most theories of homo-
geneous nucleation58, 59 and heterogeneous nucleation.57 Re-
cently even two-step nucleation was shown to emerge from
slow diffusion transport in combination with the classical
model.60, 61 Nucleation processes which are catalyzed by sol-
vent additives share some characteristics of purely homoge-
neous and heterogenous nucleation mechanisms. Equation (1)
shows how additives might catalyze nucleation by lowering
interfacial free energies, similar to a heterogeneous surface
that wets the nucleus. Moreover, additives that specifically
increase or decrease the interfacial free energy of a specific
polymorph might selectively suppress or promote, respec-
tively, the nucleation of that polymorph.

Unfortunately, although CNT correctly predicts trends in
the dependence on supersaturation and surface tension, it is
not quantitatively accurate for absolute nucleation rates. A
likely source of error is that CNT uses the interfacial ten-
sion γ of a macroscopic flat interface to describe nuclei with
nanoscale radii.62 Interfacial free energies of flat macroscopic
interfaces can be measured63 and computed.64–67 However,
interfacial free energies of macroscopic faces can differ sub-
stantially from the nanoscopic curved faces of nuclei. There-
fore, a few methods for computing the interfacial free energy
of small nuclei have also been developed. One approach in-
volves fitting the free energy F(n) from simulation data to
the free energy FCNT(n) with the interfacial free energy γ as
a fitting parameter.68, 69 Fitting to CNT is limited to single
component nucleation processes (or multicomponent lattice
models70) where F(n) can be directly computed in atomistic
simulations with importance sampling methods. Thus far, fit-
ting FCNT(n) to atomistic simulation data for F(n) has not been
feasible for solute precipitate nucleation.

Two recent methods can directly estimate the interfacial
free energy of solute nuclei in explicit solvents. Duff and
Peters71 proposed the Mitosis method that isolates the size
dependent interfacial free energy by reversibly splitting a nu-
cleus into two independent halves. Persson et al.72 developed
a thermodynamic cycle to calculate the free energy to form
a cluster in solution. In principle either of these two meth-
ods could estimate the effects of an additive on the interfacial
free energy by performing two calculations, one with additive
and one without. This paper shows that additive effects on
the interfacial free energy can be more directly probed by al-
chemically transforming the solvent around the nucleus. First,
we develop the alchemical transformation approach. Second,
we introduce simple electrostatics calculations to remove fi-
nite size effects associated with periodic boundary condi-
tions. We then use the alchemical solvent transformation
to compute the change in interfacial free energy for α-
and γ -glycine nuclei upon addition of NaCl to an aqueous
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FIG. 1. Schematic of �Ftrans calculation of the free energy to transfer a nu-
cleus from one solvent to another.

supersaturated glycine solution. Finally, we compare to pre-
dictions of Debye-Hückel theory.

II. ALCHEMICAL SOLVENT TRANSFORMATION

The change in effective interfacial energy of a nucleus for
the addition of an additive (�γ ) is computed from the free en-
ergy to transfer a nucleus from a simulation box without addi-
tive to one with additive (�Ftrans). A schematic of the transfer
process is shown in Fig. 1. The bulk additive-solvent interac-
tions are conserved throughout the transformation. Therefore
the change in free energy, �Ftrans reflects only the new inter-
actions between the nucleus and the new solvent. Normalizing
�Ftrans by the surface area (A) of the nucleus gives a change
in the effective interfacial free energy for the addition of an
additive:

�γ = �Ftrans/A. (2)

The �γ calculated here is an average of all of the crystal
facets on the nucleus; therefore, this calculation is sensitive to
the shape of the nucleus used.

Instead of calculating the free energy to remove a nucleus
from solution and insert it into another solution with additives,
we calculate the free energy to change the solution around the
nucleus from one without additives to one with additives. In
this approach, there are two simulation boxes: a simulation
box of homogeneous solution and a simulation box containing
a solvated nucleus. The amount of solution in each simulation
box is equivalent. In this approach, �Ftrans can equivalently
be defined as

�Ftrans = �Fnuc − �Fsoln, (3)

where �Fnuc is the change in free energy associated with
adding additive to solvent around the nucleus, and �Fsoln

is the change in free energy associated with adding addi-
tive to the simulation box with no nucleus. We calculate
�Fnuc and �Fsoln by alchemically transforming73–75 a sub-
set of solvent molecules into additive molecules. Alchemical
transformations73–75 use free energy perturbation theory76 to
transform one molecule into another through a series of non-
physical intermediate states. The approach is often used to
calculate differences in solvation free energies77 and differ-
ences in binding free energies between different molecules.78

Our calculations use a parameter λ that changes from 0 to
1 to turn some of the water molecules in solution into sodium
and chloride ions to create a brine solvent. The force field
parameters of the water-ion molecules as a function of λ are

defined as follows:

qk(λ) = λq
(ion)
k + (1 − λ)q(water)

k ,

Rk(λ) = λR
(ion)
k + (1 − λ)R(water)

k , (4)

εk(λ) = λε
(ion)
k + (1 − λ)ε(water)

k .

Here q
(X)
k , R

(X)
k , ε

(X)
k are the charge, Lennard-Jones radius,

and Lennard-Jones well depth on perturbed atom k of type
X. For computational efficiency, solvent molecules should be
transformed into additives, and where possible the insertion
of new atoms should be avoided. In the current work, the
TIP3P water79 oxygen is transformed into a Cl− or Na+ ion
while the hydrogen charges are annihilated. Since the hy-
drogen positions in the TIP3P water molecule lack Lennard-
Jones interactions,79 no insertion or deletion of Lennard-Jones
interaction is required. For the remainder of this paper, the
solvent at λ = 0 is referred to as water, and the solvent with
λ = 1 is referred to as a brine solution. Both solutions also
contain glycine molecules as discussed in Sec. IV.

The change in free energy for a transformation involving
N stages of free energy perturbations is80

�F = −kBT

N∑
i=1

ln〈exp{−β[H (λi+1) − H (λi)]}〉i , (5)

where H is the Hamiltonian of the system with parameter λi,
at state point i, and β = 1/kBT. The exponential averages in
Eq. (5) are calculated by using thermostatted and barostatted
molecular dynamics (MD) to sample configurations accord-
ing to Hamiltonian H(λi), with H(λi) and H(λi + 1) calculated
for each configuration. Successive λi values between 0 and
1 should be spaced closely to insure ensemble overlap81 be-
tween neighboring state points. The values of λi change the
Hamiltonian by perturbing the force field parameters of a sub-
set of solvent molecules (λi = 0) to transform them into addi-
tive molecules (λi = 1).

We note that for other additives, where direct mapping of
hard-core repulsions is not possible, the linear interpolation
presented in Eq. (4) may need to be replaced with a different
scheme for better efficiency. Also note that alchemical free
energy perturbation techniques where a molecule is “grown”
in the solution will fail for �Fnuc calculations. The initial
stage of growth by insertion is a ghost molecule that does not
interact with the nucleus at all. As a result the ghost molecule
can diffuse into the nucleus, and as the interactions are turned
on, it will become an interstitial defect. Additionally, chang-
ing solvent (water) molecules into additive molecules may
cause a small change in the concentration of solute molecules
in solution.

III. CORRECTION FOR FINITE SIZE EFFECTS

The polar γ -glycine crystal has a substantial dipole per-
pendicular to its charged (001) and (001̄) faces. As a result
the γ -glycine nuclei in this study exhibit substantial long-
range electrostatic interactions with their own periodic images
in a finite simulation box. The required simulation box size
to nullify the importance of the long-range dipole-dipole in-
teractions is computationally impractical as illustrated below.
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FIG. 2. Thermodynamic cycle to account for self-interactions. Light blue
represents solvent, and green points represent additive molecules. The dark
blue boxes represent finite simulation boxes with periodic boundary condi-
tions, while boxes with curved corners represent idealized infinite systems
with no electrostatic self-interactions.

Instead, we propose a thermodynamic cycle to correct for the
finite size self-interactions in Fig. 2.

The transfer free energy for an isolated nucleus, i.e., cor-
rected to remove effects of a finite simulation box, is

�F∞
trans = �F

(W )
∞→� + �Ftrans − �F

(B)
∞→�, (6)

where �F
(W )
∞→� and �F

(B)
∞→� are the work (per nucleus) to

bring an infinite periodic array of nuclei from an infinite sepa-
ration to a finite separation � for the �Ftrans calculation in wa-
ter (W) and brine (B) solutions, respectively. Using �F∞

trans

in Eq. (2) gives �γ ∞, the effective change in interfacial free
energy for an isolated nucleus. When nuclei do not have long
range interactions, �F∞

trans is equivalent to �Ftrans. In our cal-
culation (Sec. V), the nuclei do have long range electrostatic
interactions with their own images in water, but not in brine.
The dissolved Na+ and Cl− ions screen the dipole-dipole in-
teractions. The calculations of �F

(W )
∞→� and �F

(B)
∞→� depend

on the solvent dielectric, on the salt concentration, on nu-
cleus geometry, and on the periodic simulation box dimen-
sions. The calculation is performed quantitatively for specific
system parameters in Sec. V.

IV. COMPUTATIONAL DETAILS

Molecular dynamics (MD) simulations of glycine nu-
clei were performed to analyze the effects of NaCl on the
structure and interfacial free energy of α- and γ -glycine nu-
clei in aqueous solution. Glycine, which exists as a zwit-
terion in its crystal structure and in neutral solution, was
modeled using the Amber force field82 as modified by Price
et al.43 The parameters for the amine, carboxylate, and α-
carbon group of glycine zwitterion were taken from the N-
terminal glycine, C-terminal glycine, and glycine residues in
the Amber force field.82 The charge on the α-carbon atom was
modified slightly to ensure charge neutrality for the glycine
molecule.43 Water is modeled using the TIP3P water model,79

and ions are modeled using the parameters of Joung and
Cheatham optimized for the TIP3P water model.83

MD simulations were carried out with NAMD 2.884 in
the isothermal-isobaric ensemble at 298.15 K and 1 atm with
periodic boundary conditions. A Langevin thermostat with a
damping coefficient of 5 ps−1 was used to control the tem-
perature while pressure was regulated using the Nose-Hoover
Langevin piston approach.85–87 Non-bonded interactions were
terminated with a switching function between 11 and
12 Å. Electrostatics interactions were calculated using Par-
ticle Mesh Ewald.88 The bonds in the TIP3P water molecules
were constrained using the SETTLE algorithm.89 A 1 fs time
step was used for all simulations.

A. Structural effects of NaCl on nuclei

Simulations of unconstrained seeded α- and γ -glycine
nuclei in aqueous glycine solution with and without NaCl
were performed to explore the effects of NaCl on the struc-
ture of glycine nuclei. Glycine nuclei were initiated as
10 × 5 × 10 unit cells of α-glycine, and 8 × 8 × 10 unit
cells of γ -glycine corresponding to cell vectors of at least
50 Å. The crystallites were constructed to give similar sizes
and compact shapes for each of the two polymorphs. Unit
cell structures were taken from works by Langan et al.90

and Kvick91 for α-glycine and γ -glycine, respectively. The
glycine nuclei were solvated by a supersaturated aqueous
glycine solution of 300 mg glycine/ml water. Simulations
with NaCl were performed with 80 mg NaCl/ml water, an
NaCl concentration at which γ -glycine forms in experimental
crystallizations.37 Note that the solubility of each polymorph
changes upon addition of salt to the surrounding solution,92

but neither nucleus can fully dissolve in the small solvent
volume. The simulation boxes were cubic with average box
lengths of at least 114 Å and 120 Å for α- and γ -glycine sim-
ulation boxes, respectively. This allows for at least 60 Å be-
tween images of crystalline glycine nuclei. The glycine nuclei
were initially constrained to their crystallographic structure
with a harmonic potential of 375 kJ/Å2 while the solvent was
allowed to equilibrated around the nucleus for 5 ns. The har-
monic constraints were then removed and whole system was
allowed to equilibrate for an additional 5 ns. A production
MD trajectory was then run for 10 ns.

Structural changes in the nuclei upon addition of salt
were examined using local order parameters.39, 42, 93 Specif-
ically, we used RMSD local order parameters which can
clearly distinguish and classify molecules in α-glycine, β-
glycine, γ -glycine, amorphous, and solution environments.42

To also identify nuclei with amorphous or surface-melted re-
gions, we identify nuclei, irrespective of crystalline order, as
clusters of glycine with high local density.42 Local density
at the ith glycine molecule was defined as the concentration
within a cutoff radius rc = 6 Å:

ρ(i) = (
4πr3

c /3
)−1 ∑

j �=i

h[rc − rij ], (7)

where rij is the distance between the centroids of glycine
molecules i and j, and h[x] is the Heaviside function: h[x]
= 1 for x > 0 and h[x] = 0, otherwise.42 The glycine nucleus
is identified by clustering glycine molecules within 6 Å of
each other when both neighbors exceed the local threshold
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density ρ(i) > 6.63/nm3. This threshold density corresponds
to at least 6 molecules within rc. Details on the RMSD order
parameters and justification for the chosen cutoffs is avail-
able in our previous work.42 The RMSD local order parameter
analysis was performed for MD trajectories of unconstrained
α- and γ -glycine nuclei in aqueous solution with and without
NaCl.

B. Effects of NaCl on interfacial free energy

The change in interfacial free energy upon NaCl addi-
tion, �γ , for α- and γ -glycine nuclei was calculated using an
alchemical solvent transformation. �Ftrans was calculated
from Eq. (3) with separate alchemical solvent transformations
to obtain both �Fnuc and �Fsoln. The simulation box for com-
puting �Fnuc was prepared by solvating nuclei carved from
an equilibrated and minimized bulk crystal structure. The α-
and γ -glycine nuclei were made up of 5 × 2 × 5, and 4 × 4
× 5 unit cells, giving cell vectors of approximately 26 Å. The
nuclei have volumes 15440 Å3 and 17520 Å3 for α- and γ -
glycine, respectively. The sizes of the nuclei in this study are
subcritical, meaning that they would redissolve if left uncon-
strained. (The glycine solutions are near saturation, so there
is little driving force for growth.) To prevent nuclei from re-
dissolving, the atoms in glycine nuclei are constrained with a
harmonic potential of 1050 kJ/Å2. Because of the constraints,
the �γ calculation reflects only the initially exposed faces.
The α-glycine nuclei were placed in a cubic simulation box
of length 55.3 ± 0.1 Å and the γ -glycine nuclei were placed
in a cubic simulation box of length 60.5 ± 0.1 Å. The nu-
clei were rotated such that the (010) face of α-glycine and the
(001) face of γ -glycine were perpendicular to the 〈111〉 vec-
tor in the simulation box. The fixed orientation maximizes the
distance between charged faces on the (001) and (001̄) faces
of γ -glycine, and therefore minimizes the electrostatic self-
interaction. The distance between periodic images of glycine
nuclei was at least 24 Å while the distance between parallel
(010) and (01̄0) faces of α-glycine was 71.9 ± 0.3 Å and the
distance between parallel (001) and (001̄) faces of γ -glycine
was 77.5 ± 0.3 Å. The solution concentration of the λ = 0
state point was 293 mg glycine/ml water (3.33 ± 0.02 M).
After a subset of the water molecules are transformed into
Na+ or Cl−, the solution concentration at λ = 1 is 300 mg
glycine/ml H2O, and 80 mg NaCl/ml water (or 3.36 ± 0.02 M
and 1.16 ± 0.01 M concentration of glycine and NaCl, respec-
tively). The �Fsoln simulation boxes necessarily used solution
concentrations identical to the �Fnuc simulations. The �Fsoln

simulation box contains less solution with only 30 NaCl ion
pairs, as compared to 109 and 141 in the α- and γ -glycine
�Fnuc simulation boxes. When calculating �Ftrans, the value
of �Fsoln must be scaled accordingly.

Many state points, i.e., λ values, were required for con-
vergence in the computation of �Fsoln and �Fnuc. The total
number of state points was 214, 378, and 463 for solution,
α-glycine, and γ -glycine, respectively. For each FEP calcula-
tion, the initial condition was created from the final molecular
configuration of a 2 ns MD trajectory in the λ = 0 state. Each
state point was then equilibrated during a 1 ns MD trajec-

FIG. 3. Unconstrained glycine nuclei in aqueous and NaCl solutions. The
water and glycine molecules in the surrounding solution are removed for
clarity and to reveal the locations of Na+ and Cl− ions. Glycine molecules
with α-glycine, and γ -glycine structure are colored blue and red, respectively.
Glycine molecules that are amorphous (i.e., not structured like either glycine
polymorph) are colored gray. Na+ are colored purple and Cl− are colored
green. The exposed faces for γ -glycine are (1̄00) on the left and (01̄0) on
the right with (100) on the top and (1̄00) on the bottom. For α-glycine the
exposed faces are (001) on the left and (100) on the right with (010) on the
top and (01̄0) on the bottom.

tory. The averages in Eq. (5) were then computed using con-
figurations taken every 100 fs along an additional 1 ns MD
trajectory.

V. RESULTS

In Fig. 3, the glycine molecules are colored based on
local structure with blue, red, and gray representing α-
glycine, γ -glycine, and amorphous glycine respectively. The
γ -glycine nucleus in aqueous solution has a core of crys-
talline glycine surrounded by an amorphous glycine cloud.
The amorphous glycine appears to be more prominent around
the charged (001) and (001̄) faces of the γ -glycine nucleus,
i.e., the top and bottom of faces of the γ -glycine nuclei in
Fig. 3. When the glycine nucleus is instead placed in NaCl so-
lution the amorphous layer of glycine is eliminated as the Na+

and Cl− ions form a double layer around the charged faces.
The structure of the nonpolar α-glycine nucleus in aqueous
solution is not visibly affected by the addition of Na+ and
Cl− ions.

Figure 4 shows a measure of crystallinity within the
glycine nuclei: ncryst/n where ncryst is the largest crystalline
nucleus within the nucleus (based on the local density cutoff)
of size n. The α-glycine and the γ -glycine nuclei in NaCl so-
lution have a similar degree of crystalline order. On the other
hand, the γ -glycine nucleus in aqueous solution is substan-
tially less crystalline than the α-glycine nucleus.
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FIG. 4. Crystallinity of α- and γ -glycine nuclei in aqueous solutions and in
aqueous NaCl solution.

Alchemical solvent transformations were used to com-
pute �γ , the interfacial free energy changes upon addition of
NaCl. This calculation was performed for both polymorphs
giving �γ for α-glycine (�γ α) and �γ for γ -glycine nuclei
(�γ γ ). The calculation of �γ depends on the shape of the
nucleus, since the calculated �γ is an effective average of the
nucleus facets. The nuclei we simulate are compact multiples
of unit cells as described in Sec. IV. The values of �Ftrans

without finite size effect corrections are summarized in
Table I.

The calculations of �F
(B)
∞→� and �F

(W )
∞→� require a con-

sideration of solvent dielectric constants and Debye lengths.
The dielectric constant at a temperature of 298 K was mea-
sured by Chaudhari et al.94 for aqueous glycine solutions up
to concentrations of 1 M glycine. The supersaturated glycine
concentrations in our simulations are approximately 3.3 M,
so an extrapolation is necessary. A best-fit line for the data
from Chaudhari et al. gives ε = 79.08 + 22.74 · [glycine]/M.
Similar lines have been reported for more dilute glycine so-
lutions by Oster et al.95 Direct application of the best fit line
from Chaudhuri et al. would give ε = 154 when [glycine]
= 3.3 M. However, the data from Chaudhuri et al. at 0.6 M,
0.8 M, and 1.0 M suggest a leveling-off in the concentration
dependence of the dielectric constant.94 The dielectric of pure
solid glycine does return to a low value of ε ≈ 2.5.96 This was
reported for the γ -glycine polymorph which has a molecular
weight and density giving a solid concentration of approxi-
mately 22 M. We therefore took the leveling-off in the last
data points of Chaudhuri et al. to be physical and adopted
ε = 105 for 3.3 M glycine solutions. Zwitterions do not con-
tribute to the ionic strength,97 so the ionic strength and Debye
length are easily calculated.

In the brine solution, the Debye length is λD = 0.327 nm
which is seven times smaller than the smallest separation dis-

TABLE I. Summary of results for the calculations of �γ α and �γ γ .

α-glycine nucleus γ -glycine nucleus

�Ftrans/(kJ/mol) 69 ± 1.3 −136 ± 1.4
�γ �/(mJ/m2) 3.1 ± 0.1 −5.3 ± 0.1
�γ ∞/(mJ/m2) 3.1 ± 0.1 −7.7 ± 0.1
�γ D − H/(mJ/m2) . . . −65.3

FIG. 5. Electrostatic self-interactions for a γ -glycine nucleus and dipole
self-interaction approximation as a function of box length, both using the
dielectric of ε = 105.

tance between γ -glycine nuclei. Therefore, �F
(B)
∞→� is negli-

gible for γ -glycine nuclei in the brine solution. Because all
surfaces of α-glycine are uncharged, the finite size effects
for α-glycine are negligible with and without NaCl in solu-
tion. The self-interaction correction for γ -glycine in water,
�F

(W )
∞→�, can be done by approximating the γ -glycine nucleus

as a dipole or by using Ewald summation with implicit dielec-
tric solvent in an MD package. The work to bring periodic
images of glycine nuclei together is defined as

�F
(W )
∞→� = U [�] − U [∞], (8)

where U is the electrostatic potential energy, and � is the
length of the periodic box in the simulation. There are no
rotational or translational degrees of freedom to contribute
entropy. The objective is to analyze an isolated solute us-
ing the simulation machinery for periodic boundary condi-
tions. Figure 5 shows a plot of dipole-dipole interaction en-
ergy for the γ -glycine nucleus and an approximation of a γ -
glycine nucleus as a dipole in an implicit solvent with the di-
electric constant of water at 298.15 K. From Fig. 5, �F

(W )
∞→�

= −60.0 kJ/mol for the γ -glycine nucleus. Details of these
calculations are available in the supplementary material.98

�Ftrans for α- and γ -glycine nuclei and their component
values �Fnuc and �Fsoln are summarized in Table I. The �γ

values from �Ftrans as well as the finite size corrected �γ

are also listed in Table I. The errors in �Fnuc and �Fsoln are
calculated using the ParseFEP package99 in VMD.100 The er-
rors in �Fnuc and �Fsoln resulting from a limited number of
stages in the free energy perturbation are small, no more than
1 kJ/mol.

The addition of NaCl causes the effective interfacial free
energy of the α-glycine nucleus to increase by 3.1 mJ/m2

while decreasing the interfacial free energy of the γ -glycine
nucleus by 7.7 mJ/m2. Increases in the interfacial free energy
lead to an increased nucleation barrier and decreased nucle-
ation rate. Therefore, the calculations presented here support
the experimental results that α-glycine nucleates out of water
solution while salt lowers the barrier and increases the rate
of γ -glycine nucleation. Beyond simple agreement with the
net change in effective interfacial free energy between α- and
γ -glycine nuclei, �γ for each nucleus is also in agreement
with experimental findings. Since α-glycine nucleates faster
out of aqueous solution, than γ -glycine from brine solution,56

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

129.130.106.65 On: Mon, 10 Mar 2014 17:14:18



014501-7 Duff et al. J. Chem. Phys. 140, 014501 (2014)

FIG. 6. Simulation snapshots of solution and glycine nuclei from calculation
of �Fsoln, �Fnuc, γ , and �Fnuc, α . Solution molecules are removed from (b)
and (c) for clarity. The color scheme differs from that in Fig. 3 because the
nuclei are restrained to α or γ structures, and cannot form a melted layer.
Hydrogen, nitrogen, carbon, and oxygen atoms are colored white, blue, cyan,
and red, respectively.

NaCl must encourage the formation of γ -glycine while sup-
pressing the formation of α-glycine in aqueous NaCl solution.
Simulation snapshots from the �Ftrans calculation are shown
in Fig. 6. As was seen in the case of the unconstrained nu-
clei shown in Fig. 3, the strong dipole in the γ -glycine nu-
cleus leads to the formation of a double layer by Na+ and Cl−

around the (001) and (001) faces. Since the γ -glycine nuclei
are constrained, their surface is unable to restructure in aque-
ous solution. α-glycine lacks a net surface charge on any of its
faces, so the ions do not form a double layer. However, ions
can interact strongly with local areas of positive and negative
charge. As a result, ions can disrupt the bonding of glycine
molecules to the nucleus, potentially leading to the observed
increase in interfacial free energy. Although surface melting
of γ -glycine may play an important role in polymorph selec-
tion, interactions of the Na+ and Cl− with the glycine nuclei
are also important.

VI. DEBYE-HÜCKEL ESTIMATE OF �γ γ

�γ γ for the constrained polar γ -glycine nucleus can be
qualitatively predicted from Debye-Hückel theory. A simple
Debye-Hückel estimate for �γ can be derived by assuming
the nucleus is a sphere with a polarized surface charge distri-
bution. The charge distribution on the surface of a polarized
sphere of radius R is

σ = σmax cos θ (9)

where σ max is the maximum surface charge density at the two
polar ends of the nucleus, i.e., at θ = 0 and θ = π . The Debye-
Hückel equation for the electrostatic potential � is

∇2� = λ−2
D �, (10)

where λD = (εkBT/2e2c±)1/2 is the Debye length.
Equation (10) can be solved by separation of variables
or an eigenfunction expansion. A general solution that
vanishes infinitely far from the nucleus and which has
azimuthal symmetry can be obtained in terms of Legendre
polynomials and modified spherical Bessel functions. Details
of the solution are given in the supplementary material.98 The
boundary condition at the surface of the nucleus is

ε
∂�

∂r

∣∣∣∣
r=R

= −σmax cos θ. (11)

The boundary condition in Eq. (11) eliminates all but one term
in the spherical harmonic expansion and gives

�(r, θ ) = σmaxR
3(1 + r/λD)exp[−(r − R)/λD]cos θ

ε
(
2 + 2R/λD + R2/λ2

D

)
r2

.

(12)
Equation (12) shows that both the surface potential �(R, θ )
and also the range of the potential depend on λD. Specifi-
cally, at the positively charged north pole, �(R, 0) = σmaxR

(1 + R/λD)/[ε (2 + 2R/λD + R2/λ2
D). The potential at loca-

tions away from the surface can be normalized by the max-
imum surface potential �(R, 0) to separately reveal how the
range depends on λD:

�(r, θ )

�(R, 0)
= R2(1 + r/λD)

r2(1 + R/λD)
exp[−(r − R)/λD]cos θ. (13)

In the absence of salt, the Debye length is much greater
than the nucleus size, λD 	 R, but the unscreened potential
remains short ranged because of its dipolar origin. Figure 7
shows �(r, θ )/�(R, 0) in the limit λD/R → ∞ and for the
case λD/R = 0.15.

FIG. 7. The electrostatic potential around a polar spherical nucleus of radius
18.4 Å (a) in aqueous solution, and (b) in brine with 80 mg NaCl/ml wa-
ter. Around the nucleus, green regions have positive potential, purple regions
have negative potential, and gray regions are at zero potential. The surface
of the nucleus is also colored from green to purple according to the surface
charge density.
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With the electrostatic potential �(r, θ ) we can calculate
the electrostatic free energy using101

F = 1

2

∫
ρf �dr, (14)

where ρ f is the fixed charge density. Equation (9) for the sur-
face charge density can equivalently be written as a volume
charge density ρf = σmaxδ[r − R]cos θ for use in Eq. (14).
Contributions due to the mobile charges cancel with the en-
tropy terms in the linearized form of the electrostatic free en-
ergy. The integral can be evaluated

F = πσ 2
maxR

3(1 + R/λD)

ε
(
1 + R/λD + R2/2λ2

D

) . (15)

Therefore, the Debye-Hückel theory predicts that the free en-
ergy per unit area of a polar nucleus with radius R changes
upon salt addition by �γ = [F(R/λD) − F(0)]/4πR2, or

�γD−H = −σ 2
maxR

4ε

{
R2/2λ2

D

1 + R/λD + R2/2λ2
D

}
, (16)

where the subscript D-H stands for Debye-Hückel. Using
ε = 105ε0 and [NaCl] = 1.16 ± 0.01 M, i.e., the salt con-
centration in the alchemical transformation calculations, gives
λD = 3.27 Å. The sphere is assumed to have a radius of R
= 18.4 Å which gives a surface area equal to that of the
constrained γ -glycine nucleus. Setting σ max = 0.027 e/Å2

makes the dipole moment of the sphere the same as that of
the γ -glycine nucleus in the simulations. Inserting these val-
ues gives R/λD = 5.05 and �γ D−H = −65.3 mJ/m2.

The Debye-Hückel theory correctly predicts an interfa-
cial energy reduction, but �γ D−H is much larger than the
estimate obtained from the simulations (−7.7 mJ/m2). Note
that the NaCl concentration required to favor γ -glycine nu-
cleation is quite high (1.16 M), while Debye-Hückel the-
ory is quantitatively valid only for low salt concentrations
(∼0.01 M). Additionally, Debye-Hückel theory requires the
dimensionless potential to be everywhere smaller than unity.
The dimensionless surface potential near the poles of the γ -
nucleus is ±4.9 at the high salt concentration and even higher
without salt. Debye-Hückel theory also cannot account for
changes in interfacial free energy that result from the “short-
wavelength” variations in surface charge on α-glycine. In
the case of α-glycine, the alchemical transformation route to
�γ α shows an increase of 3.1 mJ/m2. Because surfaces of
α-glycine carry no net charge Debye-Hückel theory would
predict �γ α = 0, or perhaps a slightly negative value be-
cause of molecular scale modulation of the surface charge
density. Debye-Hückel theory also fails to anticipate some in-
teractions which emerge from divalent salts,102, 103 and these
may be important for some nucleation processes. For exam-
ple, Towler et al. obtained γ -glycine with NaCl and α-glycine
with Mg(NO3)2, MgSO4, and Ca(NO3)2 all at the same ionic
strength.36

For all of the above reasons, one might anticipate a fail-
ure of the linear Debye-Hückel theory in the present appli-
cation. However, the nonlinear Poisson-Boltzmann equation
also seems to perform badly. A flat-plane approximation to
the geometry is approximately justified at the high salt con-
dition because λD � R. Using the one-dimensional solution

to the Poisson-Boltzmann equation104 on the charged sur-
faces of the nucleus gives a modestly better estimate, �γγ

= −40 mJ/m2. The value �γγ = −40 mJ/m2 was obtained
as an average over two charged surfaces and four charge-
neutral surfaces of a polarized cubic nucleus. Note that this
calculation still uses Debye-Hückel for the zero-salt condi-
tion because nonlinear terms in the electrostatics calculation
vanish in the absence of salt. The Poisson-Boltzmann calcu-
lation demonstrates that the discrepancy between alchemical
solvent transformation results and the Debye-Hückel estimate
is not entirely due to nonlinearity.103

We therefore conclude that the alchemical transforma-
tion results, while far more difficult to obtain, are more cor-
rect. Experimental measurement of nucleation rates shows
that the nucleation rate of γ -glycine in brine solution is slower
than the nucleation rate of α-glycine in water.56 Further-
more, the nucleation rate of γ -glycine in brine must exceed
the nucleation rate of α-glycine in brine. Specifically, ex-
periments suggest the inequalities J (α, brine) < J (γ, brine)
< J (α, water). From these reports, we see that NaCl causes a
decrease in the nucleation rate of α-glycine and presumably
NaCl causes an increase in the nucleation rate of γ -glycine.
The effect of salt on γ -glycine nuclei could have been antici-
pated, but the effect on α-glycine is not a priori obvious.

VII. CONCLUSIONS

We have studied the effects of the additive NaCl on the
structure and interfacial energy of α- and γ -glycine nuclei in
aqueous solution. Using RMSD local order parameters we an-
alyzed the effects of Na+ and Cl− on the structure of α- and
γ -glycine nuclei in solution. The γ -glycine nucleus in aque-
ous solution develops a melted layer of amorphous glycine
around the nucleus. When NaCl is present, the ions form
a double layer, stabilizing the polar glycine polymorph and
eliminating the surface melted layer. α-glycine lacks charged
faces so the α-glycine structure is largely unaffected by the
addition of NaCl. To quantify the stabilizing effect of NaCl
on γ -glycine nuclei, we introduced an alchemical transfor-
mation approach to change the aqueous solution of glycine
into a brine solution of glycine. The alchemical transforma-
tion is performed both with and without a nucleus in solution,
and for nuclei of α-glycine and γ -glycine polymorphs. The
calculations quantify the change in the effective interfacial
free energy due to the NaCl additive. Our calculations show
that adding 80 mg NaCl/ml water reduces the interfacial free
energy of a γ -glycine nucleus by 7.7 mJ/m2 and increases
the effective interfacial free energy of an α-glycine nucleus
by 3.1 mJ/m2. The result for γ -glycine is consistent with ex-
periments which observe γ -glycine nucleation from brine so-
lution, but never from pure aqueous solution. Additionally,
the prediction that salt retards α-glycine nucleation is con-
sistent with experimental reports on nucleation rates which
suggest: J (α, brine) < J (γ, brine) < J (α, water).56 Our re-
sults for γ -glycine nuclei are qualitatively consistent with
Debye-Hückel theory and Poisson-Boltzmann theory, but
both of these methods badly overestimate the change in in-
terfacial free energy. Only the alchemical solvent transforma-
tion approach was able to predict the effect of salt on both
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polar and non-polar polymorphs. Quantitative predictions will
likely depend on the facets exposed on the restrained nucleus,
and on the choice of forcefield. However, the results from this
study suggest a general “salting out” strategy for obtaining
the polar polymorph. It will be interesting to test this strategy
for obtaining the polar polymorphs of other molecules.105–109

The alchemical transformation method may also help under-
stand the effects of other solvent additives on interfacial free
energies during nucleation.
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