
Class 7: Solving PDEs numerically

Introduction

There are a lot of different types of partial differential equations (PDEs), and a lot of
ways of solving them. The subject is too broad to be covered in a day or a week.

Let’s consider just a few commonly encountered cases and some solution techniques:

• Linear problems where the solution is a superposition of known solutions.

• Homogeneous problems where the solution at one point can be determined from
nearby points in a discrete grid.

• Problems where the initial condition is given and there is a simple time evolution
as a function of the values.

Notation

The general PDE involves a function φ of multiple variables x = (x1, x2, ..., xn).

φ = φ(x1, x2, ...xn) = φ(x)

The most general PDE can be any equation involving any partial derivatives of φ.
A linear PDE has the form Dφ = f(x), where D is some linear differential operator,

such as ∇2.
More generally, there could be multiple coupled functions, φ = φ(x). (E.g., Maxwell’s

equations.)
When solving on a grid, the location of k -th tic along the j -th dimension will be

denoted xjk. (See figure.) For simplicity of presentation, the equations in these notes
assume equal number of points n and equal grid spacing h along all dimensions; the
replacements n→ nj and h→ hj may be made.
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Figure 1: Two-dimensional grid with positions denoted as described in the text.

Linear equations, superposable solutions

Techniques:

• Orthogonal functions when the PDE is homogeneous between limits.

• Image charge method for simple inhomogeneous cases.

• Fourier transform methods for many cases.

• More generally, Green’s function method, if you can derive the Green’s functions
analytically.

Superposition of orthogonal functions

Linear problems have solutions like this:

φ = a1φ1 + a2φ2 + ...

If the φi are known, we only need to find ai. This can be done using the orthogonality
properties of the basis functions φi.
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In particular, if we are working on a discrete grid, then we replace the integral of
the analytic dot product with a sum. This works if the functions are orthogonal when
summed in this discrete way too. (E.g., a discrete Fourier series.)

For example, suppose φ is known everywhere for some particular value of xj = xj0,
for a particular dimension j. (This might be a particular point in time, or one wall of a
box.) Then

φ(x1...j−1, xj0, xj+1..n) = F0(x1...j−1, xj+1..n).

Further suppose the xj0 dependence separates out, so

φi(x) = fi(x1...j−1, xj+1..n)gi(xj).

Using < ·· > to denote the dot product,

< fiF0 >= ai < fifi >

follows from the orthogonality condition < fifj >= 0 for i 6= j. Calculating the coeffi-
cients ai becomes as simple as

ai =
< fiF0 >

< fifi >
.

... see hand-written notes for more ....
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Relaxation method

... see hand-written notes for more ....
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Finite differences, with initial condition

• This sort of problem can be integrated on a finite difference grid in which each
point is a variable in a system of ODEs.
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... see hand-written notes for more ....

Assignment

The question to answer using a numerical solution to the correct PDE: How long can
a space shuttle thermal tile (LI-900 material) withstand the heat of re-entry, keeping
temperature at the back of the tile less than annealing point of aluminum (350 deg. F).
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... see hand-written notes for more ....
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