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ABSTRACT
Molecular structural retrieval based on electron diffraction has been proposed to determine the atomic positions of molecules with sub-
angstrom spatial and femtosecond temporal resolutions. Given its success on small molecular systems, in this work, we point out that the
accuracy of structure retrieval is constrained by the availability of a wide range of experimental data in the momentum space in all molecu-
lar systems. To mitigate the limitations, for laser-induced electron diffraction, here we retrieve molecular structures using two-dimensional
(energy and angle) electron momentum spectra in the laboratory frame for a number of small molecular systems, which have previously
been studied with 1D methods. Compared to the conventional single-energy or single-angle analysis, our 2D methods effectively expand
the momentum range of the measured data. Besides utilization of the 2D data, two complementary methods are developed for consis-
tency check on the retrieved results. The 2D nature of our methods also offers a way of estimating the error from retrieval, which has
never been explored before. Comparing with results from prior experiments, our findings show evidence that our 2D methods outper-
form the conventional 1D methods. Paving the way to the retrieval of large molecular systems, in which their tunneling ionization rates
are challenging to obtain, we estimate the error of using the isotropic model in place of including the orientation-dependent ionization
rate.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0064761

I. INTRODUCTION

Ultrafast imaging of time-resolved atomic motions in
molecules is a prerequisite to disentangle the complex pathways
during a chemical reaction. Such investigation in the laboratories
had not been possible because of the challenge of developing
experimental tools that can achieve sub-angstrom spatial resolu-
tions and femtosecond to sub-femtosecond temporal resolutions.
With the development of intense ultrafast lasers as well as the
national accelerator-based free-electron light sources1–3 over the
past decade, light pulses with a duration of few femtoseconds or
even attoseconds have become available. These light sources have
been used in ultrafast absorption or emission spectroscopy for

probing ultrafast chemical dynamics, yet spectroscopic information
is difficult to interpret if the conformational arrangement of atoms
in the molecules is not known, which is certainly the case when
molecules are under transformation.

For gas-phase molecules in their ground states, electron diffrac-
tion by high-energy electrons (above hundreds of keV) is a well-
established method of probing the interatomic separations in
molecules. While ultrafast electron diffraction (UED) has existed
since the 1990s,4,5 compressing electron pulses down to tens of fem-
toseconds has not yet been possible until the present day. Recent
progress at laboratories using tens or hundreds of keV electrons
has achieved sub-picosecond pulses.6–8 Using 2–4 MeV high-energy
electrons, pulses as short as 100 fs have become available and
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successfully used to carry out a number of ultrafast MeV-UED
experiments.9–12 With increasing efforts in many laboratories, UED
is expected to make steady progress toward sub-100 fs duration, but
how quickly it can be reached remains an open question.

An alternative tool for achieving ultrafast dynamic imaging
of molecules is the so-called laser-induced electron diffraction
(LIED).13,14 Instead of using electrons generated by external sources,
in LIED, the diffraction images are generated by electrons from
the molecule itself. When an intense laser impinges on a molecule,
the strong electric field near the peak of the optical cycle is capa-
ble of ripping off electrons from molecules’ outer shells. A frac-
tion of these field-ionized electrons would be driven back, when the
laser’s electric field reverses its direction, to collide with the molec-
ular ions left behind and emerge carrying the structural informa-
tion of the target analogous to electron scattering of molecules in
conventional electron diffraction (CED). Thus, the basic underly-
ing principle of LIED is simple and the concept has been already
addressed in 1993.15 Regardless of the similarity between these two
imaging methods, there are two obstacles in treating LIED as CED.
First of all, since, in LIED, electron scattering occurs in the pres-
ence of an intense laser field, it was not obvious how the diffraction
images would be modified by the external field. Second, electron
energies in typical CED are over 100 keV, while in typical Ti:sapphire
800-nm lasers, the electron rescattering energies are only in the
range of a few tens of eV. At such low energies, the differential
cross sections (DCSs) carry information about valence electrons, and
thus, it is almost impossible to unravel the DCS to retrieve bond
lengths.

Successfully, these two questions have been addressed in previ-
ous theoretical studies.16–18 For one, quantitative rescattering (QRS)
theory19–21 offers an elegant way to isolate the effect of the external
field and thus allows field-free elastic electron scattering differential
cross sections to be retrieved directly from the high-energy photo-
electron spectra. Second, to probe molecular bond lengths, one does
not have to use 100 keV electrons if the accuracy of bond lengths
within about 0.05 Å (5 pm) is acceptable (instead of picometers in
CED). In such cases, as shown in the work of Xu et al.,18 rescattering
electrons with energies from about 50 to a few hundreds of electron
volts will be enough if the photoelectron images are taken at large
scattering angles, which were due to collision events at small impact
parameters. Such scattering undergoes the same momentum trans-
fer as CED using hundreds of keV electrons with images taken at
small angles.

In the work of Xu et al.,18 it was established that LIED is capable
of achieving sub-angstrom spatial resolution if mid-infrared (MIR)
lasers with wavelength near and above 2000 nm are used. In the
work of Blaga et al.,22 using MIR lasers, LIED was first employed to
image the bond lengths of simple diatomic molecules as N2 and O2,
with spatial resolution within 0.05 Å. Subsequently, 3.2-μm lasers
were used to study more complex molecules, such as C2H2,23,24

CS2,25 H2O,26 NH3,27 and OCS28 molecules in their ground states.
Other laboratories have also reported some LIED experiments using
wavelengths slightly shorter than 2.0 μm.29,30

In CED or LIED, to retrieve bond length information from
the electron momentum spectra, only diffraction images originat-
ing from close collisions with the constituent atoms are useful.
With given diffraction images, reconstruction of molecular struc-
tures is still nontrivial. For CED, the retrieval is based on the Fourier

transform (FT) or using the so-called independent-atom model
(IAM).31–33 The former is straightforward and parameter-free but
would require a large range of momentum transfer in the scattering
data to separate out closely spaced bond lengths. The latter is based
on an iterative fitting procedure by matching the measured finite
momentum-range data with the predicted values in a parameter
space formed by bond lengths. The solution is intrinsically non-
unique since one is trying to create entire-momentum-range knowl-
edge based on existing finite momentum-range information from
experiments (called the finite momentum-range problem through-
out the paper). If the available range is not sufficient, one could end
up having multiple competitive solutions, leading to an inconclusive
result. Another issue is that the iterating fitting uses the least squares
fitting that is not democratic as it puts more weight on the larger
amplitude parts than the smaller ones, leading to potential errors.
To extract transient molecular structures from electron diffraction
images, irrespective of their origins, whether they are from photo-
electron momentum spectra generated by MIR lasers or from MeV
high-energy beams, efficient and reliable retrieval methods continue
to post challenges.

All the existing LIED-based retrieval methods are built upon
the extraction of field-free DCS in the laser polarization frame. By
analyzing oscillation embedded in the DCS, the so-called molec-
ular contrast factor (MCF), as a function of momentum transfer
for either a fixed rescattering energy or a fixed rescattering angle,
molecular bond lengths are retrieved. The former fixed-energy
approach18,22,23,29,30,34 does not have a particular name and is com-
monly referred to as LIED. In this approach, one searches for the
bond lengths by iteratively fitting the overall shape of MCF given by
IAM and uses the sum of squares of errors as the fitness function
in the optimization process; for clarity, we term this method as the
standard LIED (SD-LIED). The latter is named as fixed-angle broad-
band laser-driven electron scattering (FABLES)35 and has been done
mostly at θr = 180○. FABLES relies on the inverse Fourier trans-
form to reconstruct the molecular structures and thus is also called
FT-LIED lately.

These types of laser-frame analyses, such as in SD-LIED
and FT-LIED, involve one extra step of manipulating the exper-
imental data, that is, a transformation from the laboratory frame
to the laser polarization frame. To circumvent this laborious
process, in this work, we propose to analyze the experimental
photoelectron spectra directly in the laboratory frame. In addi-
tion, we go beyond the previous one-energy or one-angle anal-
ysis by extracting two-dimensional DCSs directly in the labo-
ratory frame covering a certain range of the detected electron
momentum and the laboratory-frame scattering angle. The lat-
ter takes advantage of the special feature of LIED, i.e., the elec-
tron beam generating diffraction images is a broadband, unlike the
monochromatic electron beam in conventional high-energy field-
free electron diffraction. This is the very first time that this fea-
ture is implemented in the structural retrieval and systematically
examined.

The rest of this article is arranged as follows: In Sec. II, we
first review the basic principle and relevant mathematical expres-
sions governing the LIED method and summarize the existing LIED-
based methods of retrieving molecular bond lengths. Then, we
illustrate our new method with the example of O2 retrieval. After
such a procedure is demonstrated, our new method is applied to
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reanalyze prior experiments and retrieve bond lengths. The results
are discussed in Sec. III. Finally, we conclude our work in Sec. IV.

II. THEORY AND METHODS
A. QRS model and photoelectron spectra

According to the QRS model,36 for a spaced-fixed molecule
(denoting the orientation angles of the molecule as ΩL), the
high-energy photoelectron distribution I(k, ΩL) in the [2Up, 10Up]
rescattering range, where Up is the ponderomotive energy, can be
decomposed into two parts,

I(k, ΩL) =W(kr , ΩL) × σ(kr , ΩL), (1)

where W(kr , ΩL) is the momentum distribution of the returning
electrons and σ(kr , ΩL) is the field-free elastic differential cross
section of the target molecular ion scattered by an incident electron
with energy Er = k2

r /2. Atomic units are used throughout this article
unless otherwise stated. The vector k = {k, θk, ϕk} is the measured
electron’s momentum in the laboratory frame, and kr = {kr , θr , ϕr}
is the electron’s momentum in the laser polarization frame. These
two vectors are represented in the spherical coordinates with the
laser polarization as the z axis. Since the electron is scattered in the
presence of the external field, it gains an additional momentum kick
−Ar = −A(tr) from the vector potential A of the laser field at the
return time tr after exiting the field. Therefore, these two momenta
are related by

k = −Ar + kr . (2)
These quantities tr , kr , and Ar could be calculated using the clas-
sical theory.15,16,18,37 The relation in Eq. (2) is similar to the one
transforming a particle’s velocity between the laboratory frame of
reference and the center-of-mass frame in classical mechanics.

The returning electron distribution term W(kr , ΩL) can be
further broken down into

W(kr , ΩL) = wTI(ΩL) × W̃(kr), (3)

where the orientation dependence is attributed to the tunneling
ionization rate wTI(ΩL) of the molecules. Thus, we arrive at

I(k, ΩL) = W̃(kr) ×wTI(ΩL) × σ(kr , ΩL). (4)

For long-wavelength lasers used for the LIED experiments, the
electron distribution has a weak energy dependence,16 so the factor
W̃(kr) can be disregarded. In this case, the DCS in the laboratory
frame I can be calculated directly by transforming the DCS in the
laser polarization frame σ with the relation in Eq. (2).

B. IAM and structural retrieval
Calculations of the elastic differential cross sections for field-

free electron–molecule collisions are, in general, quite complicated.
However, for high energies, scattering occurs only near the center
of each atom in the molecule, where chemical bondings and elec-
tron correlation are insignificant, and thus, the molecule can be
approximated by a collection of non-interacting atoms, meaning we
can apply the independent-atom model to calculate the differential
cross sections. In IAM, the potential seen by the incident electron
is approximated by the sum of the potential from the individual
atoms. Therefore, the scattering amplitude for an electron with an

initial momentum kr,0 and a final momentum kr after colliding with
a fixed-in-space molecule can be written as

F(kr , ΩL) =
N

∑
α=1

fαei(kr−kr,0)⋅Rα =
N

∑
α=1

fαeiq⋅Rα , (5)

where N is the total number of atoms in the molecule, f α is the scat-
tering amplitude of the electron with the αth atom located in the
coordinate of Rα, and q ≡ kr − kr,0 is the momentum transfer of elec-
trons. The information of the atomic positions is imprinted in the
phase factor contributing to the final scattering amplitude F. Since
the fixed-in-space molecule has an orientation, which is generally
different from that of the laboratory coordinate system, the final
scattering amplitude would thus depend on the orientation angles
of molecules labeled by ΩL. For an elastic collision (i.e., ∣kr ∣ = ∣kr,0∣
= kr), the momentum transfer q has a magnitude of q = 2kr
sin(θr/2), assuming that the incident electron is along the z direc-
tion. The absence of the ϕr dependence is a result of cylindrical
symmetry.

With the scattering amplitude in Eq. (5), the
electron–molecular scattering differential cross section is then
given by the modulus square of the total amplitude as

σ(kr , ΩL) =
N

∑
α=1
∣ fα∣2 +

N

∑
α=1

N

∑
β≠α

fα f ∗β eiq⋅(Rα−Rβ). (6)

The first term on the right-hand side of Eq. (6) is called the atomic
term, σA ≡ ∑N

α=1∣ fα∣2, which is an incoherent sum of the scattering
between the electron and the individual atoms. The second term is
called the molecular interference term (MIT) or σM , which encodes
the structural information of molecules and thus is the key to LIED.
Sometimes, it is useful to look at the molecular contrast factor (MCF)
or γC, which is defined by γC = σM/σA and is typically of the order of
few to 15%.

If the molecular gas has a certain spatial distribution or one
wants to take the tunneling ionization rate into account, averaging
over the angular dependence of the alignment distribution/the ion-
ization rate is necessary. The three-dimensional average integral is

σ̄(kr) =
N

∑
α=1
∣ fα∣2 +

N

∑
α=1

N

∑
β≠α

fα f ∗β
∫ eiq⋅(Rα−Rβ)ρ(ΩL)ωTI(ΩL)dΩL

∫ ρ(ΩL)ωTI(ΩL)dΩL
, (7)

where the orientation dependence of the molecular axis is expressed
by the three Euler angles ΩL = {θL, ϕL, χL} with respect to the polar-
ization direction of the laser beam, the function ρ(ΩL) is the angu-
lar distribution of the molecules, and ωTI(ΩL) is the tunneling
ionization rate. The angular distribution ρ(ΩL) can be obtained
from experiments or some theoretical model,36 while ωTI(ΩL)
can be obtained from the molecular Ammosov–Delone–Krainov
(MO-ADK) theory.38

Including angular distribution and tunneling ionization rate
requires more computational efforts. If the molecules are randomly
oriented and the alignment dependence of the ionization rate is
neglected [i.e., ρ(ΩL) = ωTI(ΩL) = 1], Eq. (7) can then be analyt-
ically integrated and one obtains the following simple expression:

σ̄(kr) =
N

∑
α=1
∣ fα∣2 +

N

∑
α=1

N

∑
β≠α

fα f ∗β
sin(qRαβ)

qRαβ
. (8)
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The second term in Eq. (7) does not vanish even after the rota-
tional average and depends now only on the “bond lengths” (Rαβ
≡ ∣Rα − Rβ∣) of the molecule. This is the same expression as in UED
for isotropic molecules. However, in UED experiments, only 1D
angular information in θr is measured. Here, for LIED, we have 2D
information in both kr and θr due to the wave packet nature of the
returning electrons. Translating Eq. (8) into the laboratory frame,
the 2D information in k and θk is obtained.

Figure 1 shows a couple of examples of the theoretical molecu-
lar interference spectra with the molecular geometry from the NIST
Computational Chemistry Comparison and Benchmark Database39

and the work of Gagliardi et al.40 In detail, Figs. 1(a)–1(d) show the
MIT curves in the laboratory frame at various angles between 0○ and
20○ for benzene (C6H6), chlorobenzene (C6H5Cl), trans-azobenzene
(C12H10N2), and cis-azobenzene (C12H10N2). A unique feature exists
in all cases: MIT curves at different laboratory angles θk (defined
with respect to the laser polarization) show an almost identical set
of zero-crossing points (ZCPs). This feature is traced back to the fact
that field-free DCSs merely depend purely on the magnitude of the
momentum transfer q for any combination of scattering energy and
angle as one can see in Eq. (8). In a sense, these ZCPs behave like
the fingerprint of molecules, uniquely determining the structures of
molecules and thus giving the name, ZCP-LIED, to our new method.
The clustering effect of ZCPs across various angles will be used later
to guide us to extract MITs from the photoelectron momentum
spectra.

C. Inherent limitations of the retrieval methods
One key factor in all the retrieval methods is to extract the

molecular interference term from the experimental data. We dis-
cuss the limitations of all the retrieval methods and demonstrate
how we deal with those limitations with our new method by
reanalyzing the LIED experiments on O2 molecules with a 2-μm

FIG. 1. Positions of ZCPs of the MIT curves are essentially independent of the scat-
tering angles according to the IAM. The molecules are (a) benzene, (b) chloroben-
zene, (c) trans-azobenzene, and (d) cis-azobenzene. The scattering angles are
from 0○ to 20○ in steps of 4○. A larger amplitude generally corresponds to a
smaller angle. The calculations are carried out with a laser intensity of 95 TW
cm−2 and a wavelength of 3200 nm, and the MIT curves are scaled with k4 for
better visualization. The molecule inside each panel is shown in the ball-and-stick
model with different colors representing different atoms: dark gray (carbon), light
gray (hydrogen), green (chlorine), and blue (nitrogen).

laser22 at a peak intensity of 133 TW/cm2 (corresponding to a
ponderomotive energy of Up = 50 eV). That experiment measured
the photoelectron yield as a function of momentum k for a given
angle at a time. The collected yield is seen in Fig. 2(a). Since
the laser field is linearly polarized along the z axis, the rotation
symmetry around the z axis is preserved, meaning there is no
ϕk dependence in the spectrum. That is the reason behind the
choice of the transverse momentum kt = (k2

x + k2
y)1/2 as the vertical

axis.

1. Selecting the applicable range of scattering data
Because of the QRS’s mere validity in the high-energy part of

the spectrum (2–10Up) and the IAM’s inapplicability at low rescat-
tering energy18 (Er ≤ 50 eV), they together pose a limit on the lower
bound of the detected momentum k to be analyzed. The range
covered by the solid blue line with closed blue circles near the
lower horizontal axis in Fig. 2(b) is the 2–10Up range. The range
spanned by the blue solid (orange dashed, green dotted) line near
the upper horizontal axis corresponds to the rescattering energy
Er between 50 and 100 eV for θk = 0○, 4○, and 20○ respectively.
The larger the angle is, the smaller-k-side the rescattering energy
region is located at. The intersection of these two sweeps determines
the minimum momentum value kmin = 3.5 a.u. for the following
analysis.

FIG. 2. (a) Typical two-dimensional photoelectron momentum spectrum along (kz)
and perpendicular (kt ) to the laser polarization. Shown are the actual experimental
data taken from the work of Blaga et al.22 for O2-2000 nm at a laser peak intensity
of 133 TW/cm2 (corresponding ponderomotive energy Up = 50 eV). The yield is
in logarithmic scale. (b) Illustration of the applicable momentum range of the elec-
tron spectra at various laboratory scattering angles of θk = 0○ (blue), 4○ (orange
dashed), and 20○ (green dotted-dashed). LIED theory utilizes the rescattered elec-
trons, which are in the 2Up–10Up range (covered by the solid blue circles in the k
axis). IAM works for rescattering energy Er larger than 50 eV approximately. The
energy ranges of Er = [50, 100] eV are labeled by open blue (orange and green)
circles for 0○ (4○ and 20○).
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At the large-momentum side, data statistics plays a crucial role
since the absolute DCS becomes small and very few electron counts
are accumulated there. Therefore, the upper bound of the momen-
tum k relies on a good statistics of data in this region. As one can see
in Fig. 2(b), The photoelectron yield levels off at above k = 5.5 a.u.,
which is close to 10Up, and thus, we limit the maximum momentum
value to be kmax = 5.5 a.u.

2. Smoothing the DCS
With the applicable momentum range selected, we focus now

only on the scattering data within that range. Taking 0○ as an exam-
ple, from the solid blue line in Fig. 2(b) [or the dotted gray line in
Fig. 3(a)], we see that the measured electron yields have markedly
fast oscillations, whose frequencies are too high to be correspond-
ing to the relevant length scale of a molecule (on the order of Å).
Therefore, to remove those incidental fluctuations, we first apply
a Gaussian filter to smooth out the laboratory-frame DCS. The
range of momentum k is chosen to be {3.5, 5.5} a.u. A Gaussian
filter convolves the input data array (assume {a1, a2, . . . , aM}) with
a Gaussian kernel (Gij) of dimensions (2N + 1) × (2N + 1). To put
it in a simple way, a Gaussian filter replaces each data point by a

FIG. 3. Illustration of steps in extracting the MIT curves. 0○ is used in (a)–(e). (a)
The experimental DCS (gray dotted) is processed with a Gaussian filter to obtain a
smoothed curve shown in blue. GSF = 160 (or a radius of 0.96 a.u.) is used. (b) Fit
the smoothed curve (blue) with a quadratic polynomial (black dashed line) to get
the background. (c) Subtract the two curves in (b) to obtain the MIT curve. Note
that the fitted MIT curves depend on the range of k used in the fitting. In (d) and
(e), we show how the MIT curve is varied when the initial momentum point (d) or
the end point (e) is varied. These together show that the ZCP in the middle is not
sensitive to the choice of the end points, but the ZCPs close to the two ends vary
wildly. To use MIT in our analysis, we exclude the momentum range containing the
two outermost ZCPs. In (f), we show that the MIT to be analyzed is in [4.0, 5.0] a.u.
The same procedure is used to obtain MIT curves for other five angles (1○–5○ in
steps of 1○). These curves, which are extracted from Fig. 2, will be used to extract
the bond length of O2.

linear combination of its 2N nearest neighbors with weights spec-
ified by a Gaussian kernel. Specifically, the smoothed list (assume
{ã1, ã2, . . . , ãM}) is written in terms of the input data as

ãk =
2N+1

∑
i=1

2N+1

∑
j=1

Gijak−(N−j+1) (9)

for k = 1, 2, . . ., M. The flat padding is imposed, which means ai = a1
for i < 1 and ai = aN for i > N. Due to the choice of padding, the
smoothed data at boundaries should be used carefully. The degree
of smoothness is determined by the number of neighbors included.
The larger N is, the greater the degree of smoothness is. From now
on, we would refer to the parameter N as the Gaussian smoothness
factor (GSF). The smoothed curve with GSF = 160 (or a radius of 160
× 0.006 03 = 0.965 a.u. in the O2-2000 nm example where the step
size of k is 0.006 03 a.u.) is shown as the solid blue line in Fig. 3(a).

3. Extracting MIT and ZCPs
After smoothing, we apply a polynomial fit (∑n

i=0ciki) to the
smoothed data to find the background curve or the empirical atomic
term. The coefficients ci are determined by the standard least squares
fitting. From scattering theory, we learn that the field-free electron-
atom DCS at high energy is a strictly decreasing function of energy
for fixed scattering angles. Transformation to the laboratory frame
does not change this feature. Therefore, the order of the polyno-
mial should not be too high to avoid over fitting. Choices of n = 2–4
are often used in the literature and the examples shown in the cur-
rent paper. In Fig. 3(b), because of the small range in k, we choose
a quadratic polynomial fitting to get the background curve [see the
black dashed line in Fig. 3(b)].

Next, subtracting the fitted background from the smoothed
laboratory-frame DCS, we get the laboratory-frame MIT IM in
Fig. 3(c). Repeating the procedure for other angles, the 2D
laboratory-frame MIT distribution IM as a function of {k, θk} is
extracted and shown in Fig. 3(f). Six angles from θk = 0○ to 5○ in
steps of 1○ are used. We use the same red color for these six differ-
ent angles since the order is not important and one does not need to
make distinction between them.

In the process of extracting the 2D MIT in the laboratory frame,
there are multiple “numerical” parameters to be tuned: (i) the range
of momentum k for retrieval, (ii) the degree of smoothness, or GSF,
and (iii) the order and coefficients of the polynomial function. The
tuning process of these parameters is an optimization process of
finding the best point in this multidimensional parameter space
formed by (i)–(iii) to ensure that MITs at different angles all give
similar sets of ZCPs, which is a general feature predicted by the IAM.

The ZCP distribution is intrinsic to the molecular structures.
Nevertheless, the background subtraction affects the ZCP positions
in a practical way. Thus, a stability test of the ZCPs is needed. Based
on our analysis, the ZCPs close to the end of the chosen region are
affected more by the polynomial fitting than those in the center. As
a result, in Figs. 3(d) and 3(e), we test the robustness of the ZCP
against the choice of kmin and kmax, which define the momentum
range. By varying kmin in [3.43, 3.67] a.u. [from brighter blue to
darker blue in Fig. 3(d)] for a fixed final momentum, we observe that
the first ZCP varies its position in the same order of magnitude as
the change in kmin. It shows that the first ZCP near 3.7 a.u. is not sta-
ble. Similarly, we vary kmax in [5.49, 5.79] a.u [from darker orange to
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lighter orange in Fig. 3(e)] for a fixed kmin. We see that the third ZCP
near 5.3 a.u. is again not stable. We thus conclude that only the mid-
dle ZCP is robust against the choice of momentum range and thus
is used in the retrieval to determine the molecular structure. Limited
by the inverse quadratic scaling law of the cutoff energy in wave-
length, only one ZCP for each angle is managed to be extracted in
the O2-2000 nm case. Even so, it does not prevent us from using the
ZCP-LIED method since the molecular oxygen is a simple molecule
with only a single bond length. For more complicated molecules, we
need more ZCPs to determine structures.

Once the 2D ZCP distribution is found, we then feed it to the
genetic algorithm (GA)41,42 for structural retrieval. The fitness func-
tion fZCP(X⃗) is defined by the negative value of the sum of the
squares of the difference between the set of ZCPs of the experi-
mental data and the one determined by a trial set of the structural
parameters,

fZCP(X⃗) = −
Na

∑
a=1

Nr

∑
i=1
(ZCPexp

a,i − ZCP(X⃗)theory
a,i )2, (10)

where X⃗ denotes the structural parameters (bond lengths and
angles), a labels the discretized angle, and i labels the ith ZCP of
the corresponding angle from i = 1 to Nr . Na is the total number
of the angles used, and Nr is the number of roots for each individ-
ual angle. Unless symmetry is imposed, in the most general case,
we would need CN

2 structural parameters for a given molecule with
N atoms. The actual step in the angle would be determined by the
experiments, and the available number of ZCPs is determined by
the measured momentum range and the stability analysis. Using
two-dimensional information for retrieval effectively increases the
usable momentum range in the photoelectron momentum spec-
trum, which mitigates the finite momentum-range problem and the
decrease in the usable momentum for retrieval from the stability
analysis of ZCP. Beyond that, 2D fitting also minimizes the potential
bias from using only one angle.

Apart from the fitness function defined in Eq. (10), we ana-
lyze the extracted 2D MIT distribution using the conventional fitness
function (the sum of the squares of the difference between the exper-
imental data and the theory one determined by the structure X⃗) as
well, which is

fSD(X⃗) = −
Na

∑
a=1

Nk

∑
i=1
(Iexp

M a,i − c × IM(X⃗)theory
a,i )2, (11)

where a and i label the discretized angle and momentum. Na is again
the total number of discrete angles, and Nk is the number of discrete
momentum points for a given angle labeled by the index a. The sizes
of Na and Nk are determined by the experimental data. Although
Eq. (11) uses the conventional least squares approach, to emphasize
the 2D nature, we refer to this method as the 2D-MIT method. Note
that we have used an overall scaling factor c to bring the theoretical
MITs to the scale of the experimental MITs.

Both the ZCP and the 2D-MIT methods would be used for
our analysis as a consistency check of the retrieved results. Even
so, we comment that fitting ZCPs is generally more advantageous
than MITs because the ZCP method is insensitive to the oscillation
amplitudes of the MITs, meaning it treats every part of MITs on an
equal footing instead of favoring the large amplitude parts as in the

second fitness function of Eq. (11). This avoids putting an incor-
rectly significant weight on the large amplitude part of MITs from
possibly skewed ratios of the oscillation amplitudes between differ-
ent peaks/valleys during the data-taking or extraction process. An
additional benefit is that we have one less fitting parameter (i.e., the
overall normalization factor c), which speeds up the optimization
process.

It is worth mentioning that using ZCPs for retrieval has also
been explored in the UED community43 (see the second method
of background subtraction in Sec. II D, called the UED-2 method
here). However, they have used the ZCPs to determine the back-
ground curve, which passes through those critical points giving a
zero value in the molecular term after subtracting the background
from the DCS. They have adopted a “simultaneous” optimization
to determine the background curve as well as the optimal theoret-
ical fit with a standard fitness function measuring the difference
between the theoretical and experimental data. To test the effect
of different background subtraction methods, we have applied the
UED-2 method in OCS molecules for five different angles sepa-
rately and find that the background curves still vary (IAM theory
predicts the same background for all angles) and give a ZCP dis-
tribution of a width around 0.3 a.u. as in Fig. 4 even though the
extracted molecular terms match very well (almost on top of each
other) with the reconstructed ones. Therefore, we find that the same
problem we encounter in LIED also exists in UED. We are con-
vinced that a consistency check across different retrieval methods
is key in successful molecular structural retrieval and using the
2D feature of the LIED data provides us a way to reach a reliable
answer.

D. Re-evaluation of O2 bond length using
the two-dimensional retrieval method

Figures 5(a) and 5(b) show the retrieval results using f SD and
f ZCP as fitness functions with the simplest isotropic IAM. Compar-
isons of the experimental MITs (red solid line) and the reconstructed
theoretical MITs [gray dashed line in Fig. 5(a) and gray dotted line
in Fig. 5(b)] are shown. Note that there are six reconstructed MIT
curves in each panel, overlapping with each other, with a one-to-one

FIG. 4. Extracted MIT curves (solid lines) for OCS molecules at five different angles
using the UED-2 method.43 The vertical dashed lines are the mean ZCP positions
with our polynomial fitting.
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FIG. 5. Retrieval of O2-2000 nm. [(a) and (b)] The simplest isotropic IAM is used.
We see that the 2D-MIT [(a), gray dashed line] and the ZCP-LIED [(b), gray dotted
line] methods show little differences. In (c) and (d), the molecules are treated by
including the angle-dependent ionization rate with the 2D-MIT [(c), green dashed
line] and the ZCP [(d), green dotted line] methods. The set of red solid curves is
the extracted MIT curves as in Fig. 3(f).

correspondence to the experimental ones. It is the clustering of the
MIT curves IM among different angles that we expect from IAM, so
we do not make efforts to label out different angles with different col-
ors or styles. The retrieved bond lengths are ROO = 1.09 and 1.08 Å,
respectively, demonstrating that these two different fitness functions
are consistent within 0.01 Å. In particular, we want to emphasize
that the reconstructed curves in Fig. 5(b) pass through approxi-
mately the mean value of the six ZCP positions despite that we fit
the locations of the ZCPs only, regardless of the amplitude of MIT
curves.

In Figs. 5(c) and 5(d), we study the orientation-dependent
tunneling-ionization-rate effect on the retrieved bond length with
our 2D-MIT [Fig. 5(c)] and ZCP-LIED [Fig. 5(d)] methods. The
retrieved bond lengths are ROO = 1.16 and 1.15 Å, respectively.
For reference, the bond length for neutral O2 molecules in the
ground state is 1.21 Å.44 As in the case of isotropic ionization,
it shows that our two methods give consistent retrieved bond
lengths.

Since the bond length can be retrieved from each fixed scatter-
ing angle also, it is pertinent to provide the “error” for the retrieved
bond length. Using ZCP-LIED, we extract the bond length to be
1.08+0.02

−0.01 or 1.15+0.02
−0.01 Å when ionization is not included or included.

Rigorously speaking, in LIED, ionization rates should be included
in the retrieval. From another perspective, for nonlinear molecules,
the inclusion of the ionization rate as in Eq. (7) would require knowl-
edge of ionization rates and a three-dimensional integration over the
alignment distributions. For O2 and N2, we present results including
ionization rates to calibrate the typical errors of the retrieved results.
The comparison would offer an estimate of the error for using the
simplified model.

III. REANALYSIS OF PREVIOUS EXPERIMENTAL DATA
To demonstrate our method, we test it on the following

molecules: O2, N2, CO2, OCS, and H2O. The data for O2 and N2
are from the work of Blaga et al.22 The data for OCS are from the

work of Sanchez et al.28 The data for H2O are from the work of
Liu et al.26

A. Molecular oxygen at different wavelengths
SD-LIED has been applied to oxygen molecules to determine

its structure under strong fields at three different mid-infrared wave-
lengths (1.7, 2.0, and 2.3 μm).22 We reexamine the same experiment
with our new two-dimensional analysis.

The left column of Fig. 6 shows comparisons of the extracted
MIT curves IM with the reconstructed ones with the isotropic IAM
in (a) and the ionization-weighted isotropic IAM in (b) using the
2D-MIT method for a wavelength of 1700 nm. The right column of
Fig. 6 shows the equivalent figures for a wavelength of 2300 nm. Due
to the quadratic scaling law with wavelength, the available momen-
tum range for 1700 nm is the narrowest among the three. The same
data are analyzed with the ZCP method as a consistency check in
Fig. 7.

Putting Figs. 5 and 6 together, we see that the extracted exper-
imental ZCPs shift to the higher-momentum side as the wavelength
increases. We summarize the retrieved bond lengths from Figs. 5–7
in Table I including the ones from the original analysis.22 Our results
using two different approaches agree well with each other within an
accuracy of 0.01 Å in all three wavelengths and have about a 0.05 Å
difference from the ones in the work of Blaga et al.22 except the
2.3-μm case. It could be due to a larger error in the experimental data
as one can see from the larger variations between different angles in
the set of the 2300 nm data [red solid curves in Fig. 6(c)]. Further-
more, from our analysis of all three wavelengths, we conclude that
the ionization rate could cause a difference in the bond length up to
0.1 Å.

We comment that the highest occupied molecular orbital
(HOMO) of oxygen is an antibonding orbital, and thus, the removal
of one electron would cause the bond length to shrink. For longer
wavelengths, the return time is longer, and thus, the bond length
would shrink more. Our retrieved data from different methods

FIG. 6. Retrieval using the 2D-MIT method. [(a) and (b)] For O2-1700 nm with the
inclusion of isotropic (gray dashed) and angle-dependent (green dashed) ioniza-
tion rate. The corresponding retrieved bond lengths are 1.09 and 1.17 Å. [(c) and
(d)] For O2-2300 nm with retrieved bond lengths of 1.06 and 1.12 Å.
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FIG. 7. Similar to Fig. 6, but with the ZCP-LIED method, we compare retrieved
results with the isotropic [(a) and (c); gray dotted] or the angle-dependent [(b) and
(d); green dotted] ionization rates for O2-1700 nm [(a) and (b)] and O2-2300 nm
[(c) and (d)]. The retrieved bond lengths are (a) 1.09, (b) 1.16, (c) 1.07, and (d)
1.13 Å.

shown in Table I are consistent with this prediction, while the ones
in the work of Blaga et al.22 did not.

B. Molecular nitrogen at different wavelengths
Similar to O2 molecules, we reexamine the experiments on N2

molecules at the same wavelengths.22 The left (middle, right) col-
umn of Fig. 8 shows comparisons of the extracted MIT curves IM
with the reconstructed ones with the isotropic IAM in panel (a)
[(c) and (e)] and the ionization-weighted IAM in panel (b) [(d)
and (f)] using the 2D-MIT method for a wavelength of 1700 nm
(2000, 2300 nm). For 2000 and 2300 nm, we are able to extract
two ZCPs for each angle with a wider momentum range compared
to 1700 nm.

We summarize the retrieved bond lengths of N2 molecules in
Table II including the ones from the original analysis.22 For compar-
ison, the bond length of the ground state N2 molecules is 1.10 Å.44

For the ZCP method, we also calculate the estimated error of the
retrieved bond length. From the retrieved bond lengths, we see that
(1) the 2D-MIT and ZCP methods are consistent within the accu-
racy of 0.02 Å and (2) the effect of ionization rate is less significant
for N2 compared to O2 molecules and acts in the opposite direc-
tion. The difference in bond length caused by ionization for all three
wavelengths of N2 is all under 0.05 Å.

FIG. 8. Retrieval using the 2D-MIT method. [(a) and (b)] For N2-1700 nm with the
isotropic (gray dashed line) and angle-dependent (green dashed line) ionization
rates. The corresponding retrieved bond lengths are 1.14 and 1.10 Å. [(c) and (d)]
For N2-2000 nm with retrieved bond lengths of 1.13 and 1.10 Å. [(e) and (f)] For
N2-2300 nm with retrieved bond lengths of 1.17 and 1.14 Å.

Comparing our results with the work of Blaga et al.,22 the
differences between them are all within 0.05 Å. We point out
that the bond lengths as a function of wavelength change in the
opposite direction in ours and Blaga et al.22 Since the HOMO of
nitrogen is a bonding orbital, the removal of an electron would
cause the bond length to expand. Thus, the bond length should
increase with the wavelength of the laser used [also as suggested
by the theoretical calculations in Fig. 2(e) of the work of Blaga
et al.22]. Our ZCP-LIED method correctly reflects the trend from
theory, while Blaga et al.22 ran in a completely opposite direction.
The right trend from our ZCP method (other than the 2D-MIT
method) hints that the ZCP method generally works better than the
2D-MIT one.

For the rest of the examples, we would only present the results
using the ZCP-LIED method for the reason of conciseness and the
advantages we have seen even though we have used both methods
for all the molecules. As in the cases of N2 and O2 molecules, both
methods give consistent results.

C. Carbon dioxide molecules
The photoelectron momentum distribution of CO2 molecules

exposed in a linearly polarized laser at 2 μm is recorded. The peak
intensity is 170 TW/cm2, leading to a ponderomotive energy of Up
= 63 eV. Unlike O2 and N2, this LIED experiment on CO2 molecules
has never been reported before.

We analyze the photoelectron spectrum of CO2 by first extract-
ing the molecular interference terms IM at angles between 0○ and

TABLE I. Summary of the retrieved bond lengths of oxygen molecules from our 2D-MIT and ZCP methods and the work of
Blaga et al.22 in units of Å for three wavelengths.

2D-MIT ZCP Blaga et al. 2D MIT ZCP

Wavelength (nm) Isotropic With the MO-ADK rate

1700 1.09 1.09+0.01
−0.00 1.10 1.17 1.16+0.01

−0.00
2000 1.09 1.08+0.02

−0.01 1.11 1.16 1.15+0.02
−0.01

2300 1.06 1.07+0.03
−0.02 1.02 1.12 1.13+0.04

−0.02
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TABLE II. Summary of the retrieved bond lengths for nitrogen molecules from our methods and the work of Blaga et al.22 in
units of Å for three wavelengths.

2D MIT ZCP Blaga et al. 2D MIT ZCP

Wavelength (nm) Isotropic With the MO-ADK rate

1700 1.14 1.14+0.02
−0.04 1.15 1.10 1.10+0.02

−0.04
2000 1.13 1.15+0.03

−0.02 1.14 1.10 1.12+0.02
−0.02

2300 1.17 1.17+0.00
−0.01 1.12 1.14 1.15+0.00

−0.01

5○ in steps of 1○. The 2D distribution of the molecular interference
term is then used to retrieve the bond length with the isotropic IAM.
We find three solutions that are comparably close to the extracted
IM in the parameter space formed by the bond length of RCO and
the bond angle of θOCO. These three solutions are (i) RCO = 1.10 Å
and θOCO = 90○, (ii) RCO = 1.04 Å and θOCO = 113○, and (iii) RCO
= 1.05 Å and θOCO = 180○. The three corresponding reconstructed
MIT sets are shown in Figs. 9(a)–9(c). The three collected recon-
structed curves reproduce the experimental one to a fair degree.
With the variance in the MIT curves among different angles, it is
not clear which solution is the optimal one. To resolve this issue, we
calculate the error map using the absolute value of Eq. (10) shown
in Fig. 9(d). We eliminate the results in the gray shaded region, in
which the structural parameters either give only one ZCP or inverted
MIT curves with peaks on the side of IM > 0. Three minima, which
are close in magnitude, are evidently recognized and correspond to
the three solutions in (i)–(iii). The three solutions all give a simi-
lar bond length around 1.05 Å but drastically different bond angles.
From the landscape of the error map, we conjecture that the solution
with a bond angle of 180○ might be the best one given that the valley
there is wider and shows a more gradual descent to the bottom.

FIG. 9. Comparisons of the extracted MIT curves for CO2 molecules (solid red line)
and the ZCP-LIED reconstructed ones (gray). GSF = 180 (or a radius of 1.23 a.u.)
is used. These three solutions give a similar bond length around 1.05 Å, but quite
different bond angles, which are 90○ in (a), 113○ in (b), and 180○ in (c). (d) The
error map in the parameter space formed by RCO, bond length, and θOCO. The error
is calculated based on the ZCP fitness function in Eq. (10). Three minima are found
to be close to each other. (e) The normalized intensity of Fourier-transforming the
interference signal at θk = 0○ is shown in solid blue. The dashed orange curve
shows the double-Gaussian fit to the normalized intensity. The values are peaked
at 1.08 and 2.22 Å, which correspond to RCO and ROO.

To confirm that, we perform the Fourier analysis. Fourier
cosine transforming the molecular interference term, we arrive at a
radial distribution with two dominant peaks centered at 1.08 and
2.22 Å. They result in a bond angle of 180○. With this linear-
geometry solution [solution (iii)], we estimate the error to be
RCO = 1.05+0.02

−0.02 Å and θOCO = 180+0
−14
○. For reference, we include

the ground state geometry of CO2 here: RCO = 1.16 Å and θOCO
= 180○.45 The example of CO2 demonstrates how different methods
could potentially complement each other and give a well-grounded
solution. A similar philosophy has also been adopted in the retrieval
of C60 molecules.46

D. Carbonyl sulfide molecules
The final two examples—OCS (this subsection) and H2O (in

Subsection III E)—are experiments done at ICFO.26 Using a reaction
microscope,47 they measure electrons in coincidence with molecular
ions in 3D detection. The wavelength used is 3200 nm, which leads to
a large ponderomotive energy. In the OCS case, the laser peak inten-
sity is 9.5 × 1013 W/cm2, so Up is 90 eV. This large value of Up leads
to electron energies all the way to 10Up = 900 eV (or k = 8.1 a.u.).
The wide momentum range allows us to extract a 2D molecular
interference distribution with four ZCPs for every scattering angle.

Figure 10(a) shows the collected molecular interference terms
IM for 33 scattering angles θk in [0.0, 8.0]○ in steps of Δθk = 0.25○

across the momentum range of [4.72, 7.16] a.u. in the laboratory
frame. The amplitude of the molecular interference terms decreases
as the momentum increases because of a reduced scattering prob-
ability with an increasing electron momentum. Figure 10(b) pro-
vides an alternative view of the 2D molecular interference terms
IM . Instead of showing the real value of IM , we represent the pos-
itive (negative) values of IM as magenta (cyan) dots. The sign-
changing boundaries are the locations of the ZCPs. Figure 10(c)
shows the ZCP distributions for each of the four ZCPs. To bet-
ter visualize the variance of the distribution, we subtract the mean
of the ZCP positions, so it becomes the origin of the momentum
axis. One limitation of using a long wavelength is that the signal-
to-noise ratio at large momenta becomes relatively low. This is
reflected by the fact that the fourth ZCP distribution located at the
highest momenta has the largest variance compared to the other
three.

Since there are multiple ZCPs and more angles in the OCS
example, we determine the error bars by retrieving the 2D set of
data shifted by the average bandwidth of the four ZCP distribu-
tions instead of retrieving the individual angle. The optimal bond
lengths found using the ZCP-LIED method are RCO = 1.19+0.01

−0.01 Å,
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FIG. 10. (a) Extracted MIT curves as a function of the detected momentum k at 33
different angles θk between 0○ and 8○ for OCS molecules. GSF = 12 (or a radius
of 0.48 a.u.) is used. Different colors mean different angles. (b) Alternative view
of the extracted MIT data. The magenta (cyan) color means the MIT is positive
(negative). The sign-changing positions are the ZCPs. Four zero-crossing points
are seen in total. (c) Distribution of the four ZCPs with respect to the average
ZCP positions (Δk = kZCP − ⟨kZCP⟩). The roots 1–4 are arranged in ascending
order of momentum. The last ZCP has the widest distribution due to the weakest
signal-to-noise ratio.

RCS = 1.72+0.02
−0.02 Å, and ROS = 2.72+0.02

−0.02 Å. From that, we calculate the
bond angle to be 138+3

−3
○, showing that the OCS molecules become

bent and asymmetrically stretched after being exposed to the strong
field. This result is consistent with the FT-LIED method,28 where
they have RCO = 1.06 Å, RCS = 1.87 Å, and ROS = 2.78 Å (giving θOCS
= 142○), and is also confirmed by the quantum–classical calcu-
lations.28 For reference, the ground state geometry of the OCS
molecules is RCO = 1.16 Å, RCS = 1.56 Å, and ROS = 2.72 Å (i.e., a
linear molecule with θOCS = 180○).45,48

We would like to comment that the structure of OCS has also
been examined by Karamatskos et al.34 recently. They have found
that the OCS molecules stay basically unchanged in the laser field
and remain linear. We attribute the difference to the laser properties,
in which a shorter wavelength of 2-μm laser was used.

E. Water molecules
A 3.2-μm linearly polarized laser with a peak laser intensity of

1.6 × 1014 W/cm2 was used in imaging the water molecules.26 The
corresponding ponderomotive energy is 150 eV, which is the largest
one among all the cases examined in this work. This large value of
Up leads to a wide range of momentum available for our analysis.

Figure 11(a) shows the collected molecular interference terms
IM for 11 scattering angles θk in [0.0, 10.0]○ in steps of Δθk
= 1○ across the momentum range of [5.0, 10.7] a.u. in the labo-
ratory frame. The signal at high momenta larger than 8 a.u. has a
very low contrast. To better visualize IM , we rescale the data for
k ≥ 8 by the factor 3k−8 in Fig. 11(b). Similar to Figs. 10(b) and
10(c), we use the sign of IM to present the 2D molecular inter-
ference distribution in Fig. 11(c) and show the ZCP distributions
for the first four ZCPs, respectively, in Fig. 11(d). The ZCP distri-
bution has a larger deviation from its mean located at the larger
momentum.

As in the OCS case, Using the ZCP-LIED method, we have
retrieved the bond lengths with the isotropic IAM to be ROH
= 1.17+0.02

−0.02 Å and RHH = 1.86+0.06
−0.06 Å. The calculated HOH bond angle

is 105+5
−5
○. Comparing with the results from the FT-LIED method,26

FIG. 11. (a) Extracted MIT curves of H2O molecules as a function of the detected
momentum k at 11 different angles between 0○ and 10○. GSF = 18 (or a radius
of 1.08 a.u.) is used. Different colors mean different angles. (b) The amplitude
of MIT at large momentum k is extremely small. To better visualize the curves, in
particular, the ZCPs, we scale the MIT by the factor of 3k−8 for k ≥ 8. (c) Alternative
view of the extracted MIT data. The magenta (cyan) color means the MIT is positive
(negative). The sign-changing positions are the ZCPs. Four ZCPs are seen in total.
(d) Distribution of the four ZCPs with respect to the average ZCP positions (Δk
= kZCP − ⟨kZCP⟩). The roots 1–4 are arranged in ascending order of momentum.

ROH = 1.242 Å and RHH = 2.037 Å, resulting in a 110○ bond angle.
For reference, the ground state geometry of the water molecules is
ROH = 0.96 Å and RHH = 1.52 Å with a bond angle of 104.5○.49

IV. CONCLUSIONS
We propose a novel retrieval method based on LIED by directly

analyzing the full two-dimensional laboratory-measured photoelec-
tron spectra. Two different 2D approaches are provided for analysis
and are used as a consistency check to combat the practical finite
momentum-range problem, where bond lengths are to be retrieved
in every iterative fitting method. We have benchmarked our method
with a number of examples whose results are consistent with the
existing methods, but with the additional possibility to provide esti-
mates of errors that depend on the retrieval methods. These errors
are on top of the standard statistical experimental errors, which are
not addressed here.

In addition, we have demonstrated that the tunneling ioniza-
tion has an effect of around 0.1 Å on the bond lengths. Within this
accuracy, we have shown that using the simplest model, the isotropic
IAM, can already give decent estimations of the molecular struc-
tures. It shows promises of applying the simplest IAM to somewhat
large molecular systems, in which the tunneling ionization rates are
difficult to find.

With a larger molecular size, the number of unknown bond
lengths increases. This makes any iterative fitting method harder to
converge. While our 2D method alleviates the problem by extend-
ing the usable momentum space, a larger molecular system would
demand a wider range of experimental data in the momentum
space, which may not be practical. No matter how accurately the
molecular interference terms have been reproduced, the depen-
dence of the retrieved bond lengths on the momentum range
of the experimental data continues to post challenges. For the
present, we raise awareness that structure retrieval based on elec-
tron diffraction data has some limitations when applied to large
molecules.
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