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We introduce a laser-induced electron diffraction method (LIED) for imaging ultrafast dynamics of

small molecules with femtosecond mid-infrared lasers. When molecules are placed in an intense laser

field, both low- and high-energy photoelectrons are generated. According to quantitative rescattering

(QRS) theory, high-energy electrons are produced by a rescattering process where electrons born at

the early phase of the laser pulse are driven back to rescatter with the parent ion. From the high-

energy electron momentum spectra, field-free elastic electron-ion scattering differential cross sections

(DCS), or diffraction images, can be extracted. With mid-infrared lasers as the driving pulses, it is

further shown that the DCS can be used to extract atomic positions in a molecule with sub-angstrom

spatial resolution, in close analogy to the standard electron diffraction method. Since infrared lasers

with pulse duration of a few to several tens of femtoseconds are already available, LIED can be used

for imaging dynamics of molecules with sub-angstrom spatial and a few-femtosecond temporal

resolution. The first experiment with LIED has shown that the bond length of oxygen molecules

shortens by 0.1 Å in five femtoseconds after single ionization. The principle behind LIED and its

future outlook as a tool for dynamic imaging of molecules are presented.

1 Introduction

1.1 The need of dynamic imaging for molecules

The determination of the structure and dynamics of a chemical

reaction from reactants to products is of great importance in

physics, chemistry and biology and it is the goal of ultrafast

dynamic imaging methods. Future development of many areas of

science and technology requires good knowledge of molecular

dynamics at the atomic levels. Since the vibrational periods of

molecules are in the order of tens to hundreds of femtoseconds

and the shortest interatomic distances are in the order of

one angstrom, it is obvious that dynamic imaging methods are

required to have spatial resolution of one or fractional angstroms,

and temporal resolution of a few to several tens of femtoseconds.

J. R. Macdonald Laboratory, Physics Department, Kansas State
University, Manhattan, Kansas 66506-2604, USA.
E-mail: cdlin@phys.ksu.edu; Fax: +1 785-532-6806;
Tel: +1 785-532-1617

C. D. Lin

Chii-Dong Lin is University
Distinguished Professor at the
Physics Department, Kansas
State University, USA. Since
2002 he has worked on different
aspects of strong field physics,
including high-harmonic
generation, laser-induced
electron diffraction, nonse-
quential double ionization and
attosecond physics. He
received his PhD from Univer-
sity of Chicago in 1974 under
Ugo Fano. Previously he stu-
died many-body photoioniza-
tion theory, classifications of

doubly and triply excited states, ion–atom collisions and hyper-
spherical approach to three-body systems.

Junliang Xu

Junliang Xu is a postdoctoral
researcher in the Agostini-
DiMauro group at The Ohio
State University. His research
interest is ultrafast molecular
dynamic imaging using laser-
induced electron diffraction.
He received his BS from Uni-
versity of Science and Tech-
nology at Hefei, China in 2006
and his PhD from Kansas
State University in 2012 under
the supervision of Prof. C.
D. Lin.

PCCP Dynamic Article Links

www.rsc.org/pccp PERSPECTIVE

D
ow

nl
oa

de
d 

on
 2

5 
Ja

nu
ar

y 
20

13
Pu

bl
is

he
d 

on
 0

6 
A

ug
us

t 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2C
P4

16
06

A
View Article Online / Journal Homepage / Table of Contents for this issue

http://dx.doi.org/10.1039/c2cp41606a
http://dx.doi.org/10.1039/c2cp41606a
http://dx.doi.org/10.1039/c2cp41606a
http://pubs.rsc.org/en/journals/journal/CP
http://pubs.rsc.org/en/journals/journal/CP?issueid=CP014038


13134 Phys. Chem. Chem. Phys., 2012, 14, 13133–13145 This journal is c the Owner Societies 2012

Conventional X-ray and electron diffraction methods are

capable of achieving sub-angstrom spatial resolution, but they

have pulse lengths in the order of hundreds of picoseconds or

more, they are not suitable for time-resolved X-ray diffraction

or time-resolved electron diffraction.1

In the past two decades, time-resolved chemical reaction

dynamics have been widely studied using femtosecond (tens to

hundreds of femtoseconds) light pulses, usually with infrared

(IR) lasers and/or their second or third harmonics.2–6 In a

typical pump–probe measurement, a reaction is initiated with

an optical ‘‘pump’’ pulse. The evolution of the dynamic system

is ‘‘probed’’ by another optical pulse as a function of the time

delay between the two pulses. Since an optical probe pulse is

sensitive to specific energy states, such methods only partially

project out the wave packet created by the pump pulse, leaving

out the important information of the global structure change

versus time at the atomic level, such as atomic coordinates,

bond lengths, bond angles, and torsion angles. To interpret

such optical measurements, detailed knowledge of molecular

structures of the ground and excited states beyond the equilibrium

distance is needed. This is a monumental task for a molecule if its

atomic configurations are not known.

Obviously, one way to accomplish femtosecond temporal

and sub-angstrom spatial resolution for imaging molecular

dynamics is to replace the optical probe pulses by femtosecond

X-rays or femtosecond electron pulses. In the last two decades,

great efforts have been devoted to finding new methods for the

generation of femtosecond X-rays and femtosecond electron

pulses.1,7–10 Much progress has been made and a few experi-

ments using these new pulses as probes have been reported

recently.11–14 In this article, we discuss an entirely different

approach, called the laser-induced electron diffraction (LIED)

method.15,16 The LIED takes advantage of the fact that

intense infrared and mid-infrared lasers with duration of a

few to several tens of femtoseconds are already available.

If these lasers can be shown to be capable of achieving

sub-angstrom spatial resolution, then LIED has the potential

to develop into a competing tool for dynamic imaging of

molecules. In fact, a proof-of-principle first experiment using

LIED has been reported recently where the bond length of an

oxygen molecule was found to shrink by 0.1 Å in about five

femtoseconds.16 How is LIED compared to the more familiar

femtosecond X-ray and femtosecond electron diffraction

methods? How does LIED work? What is its future?

1.2 Comparison of femtosecond X-ray and electron

diffractions with LIED

Unlike optical lasers, femtosecond X-ray lasers cannot be

obtained simply just by compressing picosecond X-rays from

3rd generation synchrotron radiation lights. In fact, a complete

new technology has to be developed. After several years of research

and development, the first femtosecond X-ray free-electron lasers

(XFELs) had arrived, with the Stanford LCLS (Linac coherent

light source) began its operation since 2009. The XFELs are

generated by self-amplified spontaneous emission from a linear

electron accelerator with relativistic electron beams. The LCLS

operates at around 30 Hz, with photon energy between 0.8 and

8 keV. Other facilities like the one in Japan began its operation

in 2011, and the XFEL in Hamburg will be ready in 2014. More

XFEL facilities in other countries are either under construction

or in the planning stage. Clearly the future of XFELs is

very bright. For imaging, at LCLS, diffraction images from

nanocrystals and a single mimivirus particle have been taken

and analyzed.11,17 At LCLS, using the maximum photon energy

of 8 keV, the X-ray wavelength is 1.5 Å, thus spatial resolution

achieved so far is limited to a few angstroms or worse. To reach

better spatial resolution, higher photon energy pulses are

needed in the future. In addition, each XFEL pulse is different

from the previous one, thus the characterization of each pulse

and synchronization with the kilohertz optical pump pulse pose

additional complications in pump–probe experiments.18–20 The

XFELs are built for a general imaging purpose of microscopic

objects, including nanoparticles, condensed media, macro-

molecules, and biological systems such as cells and viruses.

They are available only at large national facilities. Due to its

high operational cost, the beam times available for individual

experiments are expected to be severely limited. On the other

hand, with the large number of people involved in XFELs,

much progress has been made in target preparation, alignment

or orientation of molecules, and powerful algorithms for data

sorting and inversion.21 These achievements will prove to be

useful for electron diffraction as well as LIED in the future.

Recent works and issues related to XFELs can be found in

these latest reports.19–25

Electron diffraction is also a powerful tool for determining

the structure of matter.26 Since electron scattering cross sections

are five to six orders of magnitude higher than X-rays, electron

diffraction has a lower penetration depth, making it useful for

studying gas-phase molecules, thin films and surfaces. Since

electron pulses can be readily manipulated in a compact unit,

electron diffraction operates on table-tops and they are relatively

much cheaper than XFEL’s. To generate short electron pulses,

femtosecond lasers are used to liberate them frommetal surfaces.

These electrons are then accelerated to tens of keV. Electron

diffraction typically is capable of achieving 0.01 Å spatial

resolution for static systems. However, electrons are charged,

their temporal profiles tend to broaden by the presence of any

charges, including other electrons. Thus existing ultrafast

electron diffraction for gas-phase molecules has temporal

resolution of about one picosecond or longer.8,9 Technological

progress has made it possible recently to generate 100 fs

pulses,27 but they have not been applied to study gas-phase

molecules yet. On the other hand, interesting results on

melting, phase transition in metals and semiconductors, and

bond hardening, using a femtosecond electron diffraction

method have been reported recently.12,13 To compress electron

pulses to tens of femtoseconds, it has been suggested to use

relativistic electron beams (for energy above 3 MeV).28 Programs

are underway to produce even attosecond electron pulses. More

details on the recent status in ultrafast electron diffraction can be

found in recent reviews.13,29 We comment that measurements of

durations of electron pulses and synchronization with optical

pump pulses are also not as straightforward when compared to

typical ‘‘pure’’ optical pump–probe experiments.

In short, in spite of significant technological advances in the

past few decades, use of femtosecond X-rays or femtosecond

electrons for probing time-resolved structural changes of molecules
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is still quite rare, especially when compared to typical optical

pump–probe experiments that are found in many chemical

laboratories today. In an optical pump–probe experiment,

the two pulses come from the same ‘‘master’’ laser by beam-

splitter and path-delay lines, thus the coherence between the

pump and probe beams, the synchronization of the two, can

be controlled to high precision.30,31 In LIED, the probe pulse

is also an optical laser. Together with the optical pump pulse,

both are derived from the same master laser. Thus the

coherence and synchronization are easy to manipulate.

In LIED, the probe pulse interacts not with the molecule

via the absorption of photons, but via scattering by electrons

liberated from the molecule itself. Thus LIED is based on

electron diffraction, where the electrons are derived from the

molecules. To understand how LIED works, a bit of the basic

theory is needed.

2 The basic principle of LIED

The LIED is based on one of the rescattering phenomena32–34

that occur when an atom or molecule interacts with an intense

femtosecond infrared laser pulse. Experimentally, it involves

measuring the momentum distributions of high-energy photo-

electrons, which are usually called high-energy above-threshold

ionization photoelectrons. For LIED to work, several conditions

have to be satisfied:

(1) accurate laser-free electron-target ion differential cross sections

(DCS) can be extracted from the high-energy photoelectron

momentum spectra generated by the intense laser pulses;32–37

(2) DCS extracted can be ‘‘inverted’’ to reveal the target

structure information.38,39

These first two conditions have been well established from

theory and experiments for simple atomic targets. In the early

experiments, the DCS were obtained from high-energy electron

spectra generated by 800 nm Ti-Sapphire lasers.40–43 In these

experiments the collision energies of the electrons are in the

range of 15 to 50 eV, much smaller than those used in electron

diffraction experiments.

For molecular targets, while the DCS can still be extracted

from the high energy spectra,42,44 the DCS cannot be easily

‘‘inverted’’. For easy inversion, in a standard electron diffraction

method, high energy electrons at tens to hundreds of keV are

used. At such high energies, the DCS is accurately approximated

by the independent atom model (IAM).26 When this model is

applicable, the positions of atoms in a molecule can be easily

retrieved from the DCS directly.

(3) In LIED, the energy of the returning electrons can be

increased with the use of longer wavelength mid-infrared

lasers,45,46 but it is still not possible to reach tens or hundreds

keV used in typical electron diffraction experiments. A key

ingredient that makes LIED work is the realization that IAM

can be applied to collisions at much lower energy, say as low as

100 eV, if the DCS is limited to the region of large scattering

angles only.15 The high-energy electrons observed in the

photoelectron spectra are precisely originated from these

large-angle scatterings when mid-infrared lasers are the driving

pulses.

This last third step provides the essential ingredient needed for

LIED to achieve sub-angstrom spatial resolution. For temporal

resolution, a few-ten to sub-ten femtoseconds mid-infrared lasers

are already available today, thus paving the way for using LIED

as a powerful tool for dynamic imaging of molecules.

Below we elaborate each of these steps.

2.1 Extracting field-free electron-ion DCS from photoelectron

momentum spectra

The principle behind LIED is the three-step model of strong-

field rescattering processes.47–49 Consider a molecule in a laser

field. Fig. 1 depicts how the potential surface seen by an

electron evolves in time over an optical period. At the far left,

in the first step, when the electric field is near the maximum, an

electron can tunnel out of the combined potential formed by

the molecular ion and the laser’s electric field. After tunnel

ionization, most often, the electron will just drift away from

the vicinity of the molecule and detected as a low-momentum

event. At other times, in the second step, the laser field may

drive the electron along a different path. As the potential

surface changes within the sub-cycle, the electron is driven

back to the core where it rescatters from the ion, at the time

when the laser’s electric field is near zero. If the electron is

scattered into backward directions, it will gain additional

momentum from the laser field and emerges as a high-energy

photoelectron. LIED is based on the collision process in the

third step where diffraction images are formed by electrons

scattered off from the ion, not by photons absorbed by the

molecule as in an optical process. Most importantly, from the

instant that the electrons are born to the instant of scattering

by the ion, all of the processes occur within one optical cycle.

No external electric or magnetic fields are employed to guide or

accelerate the electrons. Since electrons are released repeatedly

at each half optical cycle, the diffraction images by LIED may

display interference unless a few-cycle laser pulses are used.34,50

We comment that if the returning electron recombines with the

Fig. 1 Basic principle of Laser Induced Electron Diffraction for

imaging ultrafast molecular dynamics. The LIED is based on the

rescattering model, where the elementary processes: the birth of

electrons, their acceleration, and the formation of diffraction images,

all occur within one optical period of the laser, as depicted by its

electric field (red line) here. The potential surfaces due to the combined

field from the molecular ion and the electric field of the laser at

different times are shown. An electron is first tunnel ionized near the

peak of the field. The field first drives it away from the ion, but may

drive it back to recollide with the ion, at about three quarters of an

optical cycle after ionization. If the electron is scattered into the

backward direction, it will be further accelerated by the laser field

and emerges as a high energy electron which is registered by the

detector shown on the far right. The diffraction images in LIED

are extracted from the high energy photoelectron spectra; its basic

mechanism is analogous to the conventional gas-phase electron

diffraction method, but is accompanied by femtoseconds temporal

resolution offered by the laser.
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ion to emit radiation, the process is called high-order harmonic

generation (HHG). Since photo-recombination is an inverse

process of photoionization, HHG spectra are also encoded

with information about the structure of the target molecule

and can be used as a probe.51–53 In fact, in recent years it has

become quite popular to extract the wavefunction of the

highest occupied molecular orbital of a molecule from the

HHG spectra using the so-called tomographic method.52–54

However, the method is based on a number of assumptions

that are not supported by basic photoionization theory, its

general validity has been called into questions.55

For LIED to be able to work like an electron diffraction

method, laser-free electron-ion differential cross section should

be extracted from the high-energy photoelectron momentum

spectra. This has been made possible with the recently developed

quantitative rescattering (QRS) theory.32,34,56 Since experiments

often are unable to determine the laser intensity accurately, we

established the validity of the QRS theory by comparing the

model to accurate numerical results obtained by solving the

time-dependent Schrodinger equation for a simple model atom

in a known laser field.34,56,57 In Fig. 2a, we depict the electric

field of a linearly polarized laser and its vector potential. We

choose a model Ar atom as a target, with the atom described

by a simple one-electron approximation. Fig. 2b shows the

calculated photoelectron energy distribution for the model Ar.

The low-energy electron yield drops very quickly from the

threshold to about 2UP, where UP is the quiver energy of a

free electron in the laser field. It is given by UP (eV) = 9.33 �
I (1014 W cm�2) l2 (mm), where I is the peak intensity of the

laser and l is the wavelength. These low-energy electrons are

not of interest for LIED. The high-energy electrons are from

above 2UP to about 10UP. Note that high-energy electron yields

are much smaller than the low-energy ones.

Fig. 2c shows the photoelectron momentum spectra, where

the horizontal axis is the momentum component along the

polarization axis of the laser, and the vertical axis is the

perpendicular component. In this simple model, there is a

cylindrical symmetry in the system. From the 2D momentum

spectra in Fig. 2c, it is fair to say that little can be seen,

especially when one recognizes that the logarithmic scale is

used in the density plot. However, if the momentum spectrum is

renormalized to the same value for each photoelectron energy, as

shown in Fig. 2d, then prominent semicircles appear, where the

center of the circle is displaced. The semicircle represents elastic

scattering events, while the displacement of the origin is traced to

the additional momentum gained by the photoelectron from the

laser field after the collision as the electron exits the laser field.

Thus for electron scattering in the laser field, according to QRS,

the diffraction images can be expressed as

I(p,y) = W(pr)s(pr, yr). (1)

This equation interprets that photoelectron momentum

spectra I(p,y) generated by the laser is proportional to the

elastic differential cross section s(pr,yr) by a laser-free electron

with momentum pr, for a scattering angle yr. The proportional
constant, W(pr), is interpreted as a wave packet, or more

precisely, the electron flux integrated over the pulse duration.

The two vectors, in atomic units, are related by p = pr � Ar,

where the angles are defined in Fig. 2c. Here Ar = A(tr) is the

vector potential at the time of electron recollision. In Fig. 2e

we compare the field-free e� � Ar+ scattering DCS at pr =

1.22. To extract the DCS from the electron spectra in Fig. 2c,

we read the yield along the circumference of the same pr =

1.22. Fig. 2e shows that the two curves agree with each other over

the angular range from 1201 to 1801. If the DCS is extracted from

the electron spectra generated by a laser of different intensity, the

Fig. 2 Illustration of extracting field-free electron diffraction images

from laser-induced photoelectron momentum spectra. (a) Typical

electric field (E) and vector potential (A) versus time for a few-cycle

laser pulses. Electrons are tunnel ionized at each half optical cycle near

the peak of the field (marked by a and a0) and return to recollide with

the target ion about three quarters of an optical period laser (marked

by b and b0). (b) Typical electron yields vs. the kinetic energy of

photoelectrons. For LIED, high energy electrons within (4–10) UP are

used. (c) Photoelectron momentum spectra of a model Ar atom

exposed to a laser pulse, obtained by solving the time-dependent

Schrödinger equation ‘‘exactly’’. To see the LIED events, in (d) the

spectra in (c) are renormalized such that the total yield for a given

photoelectron energy is the same. The center of each semicircle in (d) is

displaced from the origin. The yields along each circle of (c) represent

elastic scattering events, while the shift of the center is due to the

additional momentum gained by the electron from the time of collision

till the pulse is over. The photoelectron momentum vector p and the

scattering electron momentum pr are drawn in (c), with momentum

expressed in units of A0, which is the peak value of the vector potential.

(e) The elastic scattering differential cross section between electron and

Ar+ calculated at pr = 1.22 a.u. The DCS extracted from the photo-

electron spectra at the same pr, but from two different laser intensities,

are shown, demonstrating that accurate field-free e� � Ar+ scattering

DCS can be extracted from the photoelectron momentum spectra,

independent of the lasers used. (f) Similar DCS extracted from Xe

target at pr = 0.92 a.u., but using a longer laser pulse. The extracted

DCS show oscillations due to interference of scattering events from

different optical cycles, but the envelope still falls on the field-free

scattering DCS. These oscillations will be washed out in real experi-

mental data where the spectra are collected from a focused laser pulse

with continuously distributed intensities. Laser wavelength of 800 nm is

used in the simulation. Figures are adopted from ref. 34 and 56.
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DCS at the same pr extracted is the same. This result is important

since it means that field-free electron-ion DCS thus obtained is

independent of laser intensities. If a longer pulse is used, the

extracted DCS will show oscillations due to interference by

scattering from different optical cycles, as seen in Fig. 2f. In this

case, the envelope of the extracted DCS agrees with the field-free

one. When the laser intensity is changed, the oscillation shifts but

the envelope remains the same. We note that these oscillations are

washed out in experiments since in experiments focused laser

beams are used where the intensities are continuously distributed

within the focused volume.

In short, the validity of eqn (1) has been established theoretically

and field-free elastic electron-ion scattering DCS can be extracted

from the high energy electron momentum spectra.

2.2 Initial experimental tests of LIED using Ti–Sapphire lasers

2.2.1 Extracting field-free DCS from experimental high-

energy photoelectron momentum spectra. Following the initial

theoretical work in 2008,56 the predictions of the QRS have

been confirmed in a number of experiments using Ti–Sapphire

laser pulses, with wavelength around 800 nm and peak intensity

around 1014 W cm�2 40–44,58 Since the highest returning electron

energy is 3.2UP, in these experiments scattering energies are in the

15–50 eV range. From the experimental electron momentum

spectra, the extracted DCS have been shown to be in good

agreement with the theoretical DCS for electron-ion collisions in

the absence of any laser fields. In one case, the extracted DCS has

been compared directly with laboratory e�+Ar+ collision data.59

We comment that electron-ion collision experiments are difficult

and very few data are available. Important conclusions from these

earlier experiments confirmed that the DCS extracted are

independent of the pulse duration, and of the laser’s inten-

sity.32,40–44,58 The DCS has also been extracted from data taken

with short laser pulses where the carrier-envelope-phase was

varied and the extracted DCS are independent of these phases.43

2.2.2 Retrieval of ‘‘atomic structure’’ from the electron-ion

scattering DCS. The main goal of imaging is to uncover the

‘‘structure’’ of an object. However, the retrieved ‘‘structure’’

takes on different meaning depending on the nature of the

experiment and the precision of the measured quantities. Thus

if a measurement does not resolve spin–orbit splitting,

normally there is no need to consider the spin interaction in

an atom, for example. Similarly, if the measurement involves

only the excitation of an electron in a certain energy range,

then to first-order, a many-body system may be approximated

as a one-electron atom, where the electron sees an effective

potential V(r). This is the model potential approach that

approximates a many-electron system. For example, the energy

levels of an Ar atom may be approximated by the bound states

of an electron in the potential V(r) generated by the Ar+ core,

where V(r) may be parameterized by

Vðr; aÞ ¼ � 1þ a1e
�a2r þ a3re

�a4r þ a5e
�a6r

r
: ð2Þ

The parameters a = {ai; i = 1,. . .,6} are determined by

fitting the calculated energy levels to the experimental energy

levels of Ar.60 A model potential thus obtained is also expected

to describe low-energy e� � Ar+ scattering cross sections.

However, this model potential is not expected to be accurate

enough to describe the same collision at high energies, say, at

500 eV or 5 keV. With this in mind, we ask if we can use the

DCS extracted from the electron spectra, where the electron

collision energy is from 15–50 eV, to recover the model

potential, eqn (2), which was obtained from fitting the binding

energies of the first few excited states of an atom?

This question was addressed by Xu et al.38 The goal of the

‘‘structure’’ retrieval is to determine the parameters {ai} in

eqn (2) using the DCS extracted from the electron spectra.

A genetic algorithm was used where the fitness function was

chosen to be

w2ðaÞ ¼
X

i;j

p4i ½sðpi; yj ; aÞ � seðpi; yjÞ�2: ð3Þ

Here pi and yj are the discrete momentum points of the

returning electrons and the elastic scattered angles, respec-

tively, and se(pi,yj) are the extracted DCS from the electron

spectra. The GA returns the parameters {ai}, from which the

model potential can be obtained.

This potential represents the ‘‘structure’’ of the many-electron

argon atom. To demonstrate how well this ‘‘structure’’ retrieval

works, in Fig. 3 we show the ‘‘experimental’’ DCS and the

retrieved model potentials for the rare gas atoms, Ne, Ar, Kr and

Xe. Since experimental data were not available for all of these

targets, the DCS are actually obtained from R-matrix calcula-

tions.61 These DCS from advanced many-body calculations

include effects of electron correlations. To mimic experimental

data, a random error of 5–10% was introduced to each ‘‘experi-

mental’’ point. From the fitted parameters, we obtained the

effective charge Z(r) = � rV(r) for each atom. The resulting

V(r) obtained from fitting the DCS and from fitting the energy

levels are shown to agree very well in Fig. 3. In this example, the

‘‘structure’’ of the rare gas atom is represented by the effective

model potential V(r). We note that the DCS for Ar and Kr look

very similar to each other in the figures shown, but the genetic

algorithm was able to retrieve the potentials that look rather

different. As r approaches zero, the effective charge becomes

close to the nuclear charge of the atom. This is a simple example

of structure retrieval for atoms. Using actual electron spectra for

these targets, in Morishita et al.,39 the same procedure was used

to retrieve the model potential and similar conclusion was found.

In short, we have clear evidence that laser-free electron-ion

scattering DCS can be extracted from experimental electron

momentum spectra and the results are independent of the

properties of the lasers used.

2.2.3 Difficulty in retrieving ‘‘molecular’’ structure from

photoelectron spectra using Ti–Sapphire lasers. High-energy

photoelectron momentum spectra from simple molecules

have been reported using Ti–Sapphire lasers, for randomly

distributed42,44,58 and for aligned molecules,62,63 in a number of

experiments. Consider a fixed-in-space molecule in a linearly

polarized laser field. Let the laboratory-fixed z-axis be along the

polarization axis of the laser. The body-frame axis of the

molecule makes an angleOLwith respect to the z-axis. According

to QRS, the photoelectron angular distribution, generalized from

eqn (1), is

I(p,y,f;OL) = N(OL)W(pr)s(pr,yr,fr;OL). (4)
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Here the momentum of the photoelectron and the scattering

electrons are given by p = (p,y,f), pr = (pr,yr,fr), in spherical

coordinates, respectively. As before, p = pr � Ar. In eqn (4),

we have pulled out the OL-dependent tunnel ionization rate

N(OL) explicitly. If the molecular gas is partially aligned or

oriented with an angular distribution A(OL), then the spectra

are obtained by integrating the product A(OL)I(p,y,f;OL) over

all the OL angles. For randomly distributed molecules,

A(OL) = 1. For a focused laser beam, integration of eqn (4)

over the spatial distribution of intensities would still give an

expression similar to eqn (4) except that in a focused laser

W(pr) is interpreted as the ‘‘wave packet’’ from the focused

laser beam. Note that tunnel ionization rate N(OL) can be

calculated using the molecular tunneling ionization theory64,65

or the strong-field approximation.66 The N(OL) does not

depend on laser intensity much, thus for molecular targets,

electron spectra from partially aligned/oriented molecules can

still be expressed in the form

D(p,y,f) = W(pr)�s(pr,yr,fr), (5)

where

�s(pr,yr,fr) =
R
N(OL)A(OL)s(pr,yr,fr;OL)dOL. (6)

Here �s differs from standard elastic electron-molecular-ion

scattering DCS only by the additional factor N(OL). Eqn (6)

gives the ‘‘diffraction image’’ that can be extracted from

the high-energy electron spectra for molecular targets. If

molecules are randomly distributed or aligned in one dimension

with respect to the laser polarization axis of the laser, then the

dependence on the azimuthal angle fr drops out since the system

has cylindrical symmetry. We comment that molecules can be

impulsively aligned by an infrared laser67 or by other means.

According to eqn (6), to compare the extracted �s(pr,yr,fr)

with theory, the electron-molecular ion elastic scattering DCS,

s(pr,yr,fr;OL), for each fixed-in-space geometry, have to be

calculated. Unfortunately such calculations are not readily

available, nor are the experimental data. In most electron-

molecule collisions, usually only the DCS from randomly

distributed molecules are calculated. Recently, in connection

with the DCS extracted from the electron spectra for CO2, N2,

and O2, elastic DCS for collisions from fixed-in-space molecular

ions have been reported in Okunishi et al. in 2011.42 Such

calculations are complicated for collision energies below 100 eV.

Simpler DCS calculations that account for alignment or

orientation dependence have been reported recently.68

3 Probing interatomic separations in molecules

using LIED with mid-infrared lasers

3.1 Low- vs. high-energy electron diffractions: what structure

information is made available?

In conventional gas-phase electron diffraction,26 one distinguishes

low-energy electron diffraction from high-energy electron

diffraction. To study rotation, vibration or outer-shell

phenomena, low-energy elastic or inelastic collisions are

carried out. These measurements probe the energy structure

of a molecule, usually when it is in the ground state. These

measurements do not reveal the elementary information such

as the bond length and bond angles which define what a

molecule is ‘‘like’’. A simplest picture of a molecule is the

ball-and-stick model. The atoms in it, the length between each

pair of them and the direction of each of the ‘‘stick’’ are the

first global information for a molecule, long before one has to

worry about the chemical bonding or the correlation effects.

Such information, however, is not sensitive to collisions where

the electron energy is below 100 eV or so. Note that at 100 eV,

the de Broglie wavelength of an electron is 1.22 Å, which is of

the order of the size of a small molecule. Thus electron

scattering DCS below 100 eV are not suitable for probing

interatomic distances.

Electron diffraction, which usually means electron diffraction

images taken with electron energies in the tens to hundreds of keV,

is used for gas-phase electron diffraction measurements. Bond

length accurate to 0.01 Å can be routinely achieved. There are two

advantages for using high energy electrons in gas-phase electron

diffraction. First, it has a small de Broglie wavelength for better

spatial resolution. Second, the scattering theory at large collision

energies is usually simpler. In electron diffraction, it has been well

Fig. 3 The DCS from 1001 to 1801 calculated using a many-body

R-matrix method over a range of incident electron momenta from 0.4 to

2.0 a.u. for Ne, Ar, Kr and Xe atoms. These numerical results were treated

as experimental data for structure retrieval. To extract the ‘‘structure’’ of

each atom, the many-electron system is approximated by a single electron

in an effective charge Z(r) = �rV(r), where V(r) is given in the form of

eqn (2). Using the DCS data on the left side, the retrieved Z(r) for each

target is shown to be in good agreement with theZ(r) retrieved from fitting

the binding energies of the ground state and the first few excited states of

the atom. Genetic algorithm is used for the fitting. For Xe, the correct

answer comes from the 2nd best fit. Since Xe is larger in size, the small-r

region is not probed by the low-energy electrons, thus the retrieved

potential is not accurate in that region. DCS from higher collision energies

are needed in order to retrieve the correct Xe potential at small r. Figures

adopted from ref. 38.
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established that the DCS at high energies can be calculated using

the independent atom model, which is a model extended from the

Born approximation. When IAM is valid, the calculation of the

DCS is easy, and the ‘‘inversion’’ to retrieve ‘‘molecular structure’’

is simple. The structures retrieved from gas-phase electron

diffraction are precisely the parameters that give the ball-and-

stick model of a molecule.

In LIED, the maximum energy of the returning electrons is

given by 3.2UP. While UP is proportional to Il2, where I is the
laser intensity and l the wavelength, it is not desirable to

increase the intensity significantly since the molecules will be

severely ionized. A convenient way to increase UP is to

increase the wavelength l. But it is still not realistic to increase

the return energy to tens or hundreds of keV. First, such real

long wavelength lasers are not available. Second, the returning

electron flux drops roughly like l�5.5, thus there will be a few

electrons return to recollide with the target ion.45 It appears

that LIED would not work in practice.

For LIED to spurn back to life, it takes another new idea.15

Does one really need tens to hundreds of keV electrons to

achieve sub-angstrom spatial resolution? The answer is

no. One needs only electrons with energies somewhat above

100 eV, and these electrons can be generated by present day

mid-infrared lasers in many laboratories already.

3.2 The independent atom model and its region of validity

According to the independent atom model, the elastic scattering

amplitude of a fixed-in-space molecule by a beam of electrons is

given by

Fðp; y;f;OLÞ ¼
X

i

fiðyÞeiq�Ri : ð7Þ

In IAM, a molecule is approximated as a collection of atoms

fixed in space where the atomic nuclei are located at Ri. In the

equation above, the complex electron–atom scattering amplitudes

are given by {fi}. The momentum transfer q = p0 � p is

the difference between the momentum of the incident and the

scattered electron. For elastic scattering, p = |p| = |p0|, the

magnitude of the momentum transfer is q= 2 p sin(y/2), where y
is the angle between p and p0. In eqn (7), OL represents the

spherical angles of the fixed-in-space molecular axis with respect

to the incident direction of the electron beam, and y and f are the

spherical angles of the scattered electrons.

The scattering DCS obtained from eqn (7) is given by

sðy;fÞ ¼
X

i

siðyÞ þ
X

iaj

fiðyÞf �j ðyÞeiq�Rij ; ð8Þ

where Rij is the vector connecting the two atoms i and j. The

first term is the atomic term, which is the incoherent sum of

the atomic DCS from all the atoms. The second term is the

molecular interference term. Consider a sample of randomly

distributed homonuclear diatomic molecules, by averaging

over the orientation angles OL, one obtains

s(y) = 2sA(y) + 2sA(y)sin(qR)/qR. (9)

Here sA(y) is the DCS for an individual atom. The ratio of

the molecular interference term with respect to the atomic

term is defined as the molecular contrast factor, g. For the case

of eqn (9), g = sin(qR)/qR. If qR is not too small, the

molecular interference term adds modulation to the smooth

atomic DCS. If q is large, then a small change in R can result in

a clear shift of the position of the maximum and minimum in

the modulation term. In other words, if the internuclear

distance changes only slightly, the shift of the fringe will still

be quite visible. This is the underlying reason for the sensitivity

of spatial resolution in electron diffraction. Since q = 2p sin(y/2),
large q can be accomplished by large p and small y. This is the
condition used by the conventional electron diffraction method,

where the electron energy is, say, at about 30 keV, and the

scattering angle is limited to smaller than about 151 since beyond

it the signal is too weak. The key to LIED is to use a smaller p, but

larger angles y. For electron energies of 100 to 200 eV and the

range of angle y from about 401 or 501 to 1801, the same range of

momentum transfer q is spanned as in the conventional electron

diffraction method.

With sufficiently large q, the next question is whether the

IAM model is still valid, i.e., can IAM describes the DCS for

collisions at about 100 eV and over, at angles larger than 401

or 501? One needs experimental data to check. But there is still

another problem. For LIED, the returning electrons scatter

with a molecular ion. The DCS data for electron collisions

with molecular ions are rarely available in the literature for the

obvious reason that target density for ions is much too small

for differential measurements. Here large-angle scatterings

come to help again. At the energies and large scattering angles

that are of interest for LIED, the DCS is not sensitive to

whether the outermost electron is removed or not, since such

scattering is dominated by the force near the atomic center.

The validity of this statement has been confirmed theoretically

for atomic targets, and also in experiments on atomic targets

with mid-infrared lasers where electron–atom collision DCS

has been proved to be identical to the DCS extracted from the

high-energy electron spectra generated by mid-infrared lasers,

see Xu et al.69 Thus, to test the IAM model, we compare the

calculations with electron–molecule collisions at large angles

near and above about 100 eV. Such experimental DCS data

are available from the earlier studies.70,71

In Fig. 4 the experimental DCS72,73 of N2 and O2 for

scattering angles from 401 to 1801 at collision energy of

100 eV are compared to the prediction of the IAM. The

experimental data are normalized to the theory for optimal

overlap. The known internuclear separation R for each mole-

cule, 1.10 Å for N2 and 1.21 Å for O2, were used in the IAM

calculation. The scattering amplitude for each atom is calcu-

lated with a model potential that fits the binding energy of the

negative ion. We can see surprisingly good agreement between

the IAM results and experimental data. How much does the

remaining discrepancy affect the bond length retrieval in this

example? We assume that the scattering amplitude for each

atom is known, but we do not know the interatomic distance

and the normalization factor in the experimental data. Using

GA we find the interatomic distance R that best fits the

measured DCS. The best retrieved R is 1.15 Å for N2 and

1.22 Å for O2. We have also used collision data at 150 eV

and 200 eV, and concluded that the bond length extracted is

always within better than 0.05 Å of the known values for these

two molecules.
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In short, we have confirmed that IAM can be applied to

describe DCS for electron–molecular ion collisions from about

100 eV and up, for scattering angles larger than about 301 or

401. Furthermore, the atomic scattering amplitude is the same

for the neutral atom and the atomic cation. With these, the

ingredients for using LIED for imaging are all set.

3.3 The first LIED experiment that revealed sub-angstrom

spatial resolution

The first experiment that used mid-infrared lasers to generate

high-energy photoelectron momentum spectra was reported

by Blaga et al.16 recently. An optical parametric amplifier

pumped by a Ti–sapphire front-end system (0.8 mm, 4.4 mJ,

50 fs and 1 kHz) generates continuously tunable mid-infrared

laser pulses from 1.7 to 2.3 mm. The pulse length is 50 fs and

pulse energies can be focused to about 250 TW cm�2. For

this initial study, nitrogen and oxygen molecules are used.

Photoelectrons are collected using field-free time-of-flight

electron spectrometer, with angular resolution of 1.61. The

spectra were collected by rotating the laser polarization axis

with respect to the spectrometer axis in steps of 21. Fig. 5a shows a

typical experimental photoelectron momentum spectrum fromN2.

The data are then analyzed using the procedure outlined above.

In Fig. 5a, 2D electron momentum spectra along the axis of

laser polarization and perpendicular to it are shown for a

broad range of electron momenta. Since the molecules are not

aligned, the spectra have cylindrical symmetry with respect

to the polarization axis of the laser. The inner circle

marks electrons that have energies below 2Up, which has the

most electron counts. The outer circle marks those electrons

that return with momentum pr that have been elastically

scattered. For LIED, we consider ‘‘pure’’ rescattered electrons

only, i.e., only those electrons outside the small circles – they

are not contaminated by the low-energy unscattered direct

electrons.

With the experimental 2D electron momentum spectra

available, the DCS for a given momentum pr is obtained from

Fig. 5a by reading off the relative yields along the circumference

of the outer circle. The displacement of this circle from the

origin of the momentum plot gives the value of |�Ar|. For a

given pr, |�Ar| can be calculated from a simple classical theory

since the return time is related to the electron momentum at the

time of collision. The DCS thus extracted are shown in Fig. 5c.

Note that only the relative yields are needed in the extracted

DCS. The shaded area in Fig. 5b shows the energy region of the

photoelectrons where the DCS data were taken for the LIED

analysis.

In Fig. 5c, the red curve shows the DCS calculated using the

IAM for the given pr = 2.71, using the known bond length

1.10 Å of N2. Although the theory curve (after normalization

at one point) goes through the extracted DCS, the data have

large error bars due to the weak electron signals. Fig. 5d

demonstrates the sensitivity of the method. It displays how the

fringe of the molecular contrast factor changes as R is

increased or decreased by 10%, or by about 0.1 Å from the

equilibrium distance. By fitting the overall shape of the DCS to

the IAMmodel with R and normalization factor as unknowns,

Fig. 4 Comparing the experimental DCS (red filled squares) with the

IAM prediction (the blue lines), for 100 eV electrons colliding with N2

and O2, respectively. Experimental data from ref. 72 and 73.

Fig. 5 Results from the first LIED experiment. (a) The photoelectron

momentum spectra of N2 taken with a 2 mm, 50 fs laser pulse with

intensity of 260 TW cm�2. The DCS extracted from the outer circle

with radius |pr| = 2.71 a.u. is shown in (c). The photoelectron energy

distribution is shown in (b). The DCS was extracted from photo-

electron energies around 500 eV. The interatomic distance is fitted

from the DCS data in (c) directly. To illustrate the sensitivity of the

method, the molecular contrast factor vs. the interatomic separation is

shown in (d) for N2, assuming a 10% increase or decrease from the

known value of 1.10 Å. This sensitivity illustrated that sub-angstrom

spatial resolution is obtained by large momentum transfer collisions

which can be accomplished by lower collision energies at large

scattering angles. (e) Comparing the molecular contrast factor from

the experimental data with the one obtained from the IAM model,

using R from the equilibrium N–N distance of 1.10 Å (dotted lines),

with respect to the 1.14 Å obtained from the best fit to the data (solid

lines). (f) The same as (e) but for O2. Note that the large discrepancy

between the experimental data with the result from the IAM calculated

with the neutral O–O distance (1.21 Å). The best fit to the data gives

the O–O distance to be 1.10 Å. The 0.1 Å difference is the amount the

bond length shrinks between the time the electron was born and the

time rescattering took place, which is about 5 fs. Some figures were

adopted from ref. 16.
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the fluctuations of individual experimental points become less

crucial.

For N2, using the electron spectra reported by Blaga et al.,

the N–N length retrieved using the LIED procedure is 1.14 Å.

Compared to the known equilibrium N–N distance of 1.10 Å

in N2 and 1.12 Å in N2
+, this value is within the expected error

of 0.05 Å estimated from the e�–N2 collision data. Fig. 5e

shows the direct comparison of the molecular contrast factor

extracted from the experimental data, compared to the one

calculated using the value of best-fitted R and of the equili-

brium R. Similar results have been extracted from DCS at

other energies and lasers of different intensities. From the

electron spectra of N2, we conclude that LIED does give a

spatial resolution within about 0.05 Å.

In Blaga et al., high-energy electron spectra from oxygen

molecules were also investigated. The same analysis shows

(Fig. 5f) that the bond length retrieved from LIED is 1.10 Å

using a 2 mm laser. This is to be compared to 1.21 Å known for

the neutral O2. Such a large difference was not expected if the

O–O distance remains constant during the time O2 was

exposed to the laser since the error of the method was

estimated to be less than 0.05 Å. Additional experiments at

1.7 mm and 2.3 mm were performed. The retrieved bond length

was 1.11 and 1.02 Å, respectively. For comparison, the

equilibrium bond length of O2
+ is 1.12 Å.

The large deviation of the retrieved O–O bond length was

interpreted as due to bond rearrangement of the two oxygen

atoms after tunnel ionization. Since the valence orbital of O2 is

an anti-bonding pg orbital, the removal of an electron is

expected to make the O–O length shrinks toward new equili-

brium length of 1.12 Å of O2
+, but only after the vibrational

energy on the new potential curve of O2
+ is dissipated. Before

this new equilibrium is reached, in a classical model the

two oxygen atoms execute a harmonic oscillation, i.e., their

distance changes with time, after the electron is removed.

When the freed electron comes back to recollide with the

O2
+, it takes the image of the O–O distance at that instant.

Using a simple classical model for the motion of a free electron

in the laser field (see Fig. 2a), the electron returns to recollide

with the ion within one optical cycle. Thus when the image was

being taken it reflects the O–O distance at about one optical

cycle after the electron is removed by tunnel ionization. For

2 mm laser, this is about 5 fs. Thus in Blaga et al. for the

first time the movement of atoms by 0.1 Å in about five

femtoseconds was observed – an unprecedented spatial and

temporal resolution demonstrated by the LIED method. We

comment that the vibrational period of O2
+ is 17 fs. In a

classical model, the amplitude of the vibration is about 0.1 Å,

taken to be the difference between the equilibrium distances of

O2 and O2
+. In 5 fs, i.e., in about a quarter period, the O–O

distance becomes close to 1.12 Å, which is consistent with the

retrieved data. More detailed discussions on this result are

given in Blaga et al.

We comment that only one laser was used in Blaga et al. The

pump–probe ‘‘delay’’ time of five femtoseconds, where the

pump is ionization, and the probe is the re-collision, is based

on a classical model of the electron motion in the laser field.

The main result of the experiment is the demonstration of

0.1 Å in spatial resolution in LIED. In future pump–probe

experiments, the time delay is determined by the two pulses

which is controlled by the experimentalists. For large molecules,

sub-ten femtosecond temporal resolution is likely not needed

except for processes occurring near conical intersections.

4 Summary and outlook

4.1 Comparison of present tools for probing dynamic systems

X-ray and electron diffraction have been used to measure the

equilibrium structure of a large number of molecules. Currently,

the prevailing method for studying time-evolving structural

change of molecules is to extend these X-rays and electron beams

to shorter durations, to hundreds or tens of femtoseconds. Both

efforts require substantial new technologies. In the case of X-ray

free-electron lasers, they are costly large facilities, while for

an ultrafast or femtosecond electron diffraction method the

duration is still limited to about 100 fs. These two methods,

while are very powerful tools for many other applications, they

still have not been employed to study dynamics of molecules at

sub-angstrom spatial resolution and tens to a few-femtosecond

temporal resolution.

For more than two decades, optical pump–probe experi-

ments have been routinely carried out at temporal resolution

of tens of femtoseconds, but these measurements cannot be

‘‘inverted’’ to reveal atomic positions in a molecule directly. In

recent years, with the emergence of a few-femtoseconds intense

IR lasers and attosecond XUV pulses, together with free-electron

lasers in the XUV region, many pump–probe experiments have

been carried out.74–79 These new experiments mostly also face the

same limitations as in optical pump–probe experiments in that

the results yield little information about the time evolution of the

change of the positions of atoms in the molecule, i.e., the images

of the sticks and balls that make a ‘‘molecular movie’’.

4.2 Works ahead for LIED

In this article, we described LIED, an ‘‘implicit’’ electron

diffraction method using intense femtosecond mid-infrared

lasers, as a potentially powerful new platform for imaging

ultrafast dynamics of molecules. In this method, the emission,

acceleration and guidance of electrons to form diffraction

images are all carried out directly by the laser pulse alone.

The first experiment using LIED has been carried out, demon-

strating sub-angstrom spatial and a few-femtosecond temporal

resolution. Since the basic theory for LIED is new, and the

theory is not as ‘‘obvious’’ as the conventional electron or

X-ray diffraction methods, there are still very few LIED

measurements. Further development of LIED toward a useful

tool for dynamic imaging would require more experimental

groups to devote their efforts to perfect experimental techniques.

Below we address some essential experiments that are needed for

furthering the progress of LIED, and our view of its future as a

tool for imaging ultrafast dynamics of molecules.

(i) In LIED, the diffraction image is extracted from the

angular distributions of high-energy photoelectrons. Since the

yield for high-energy photoelectrons is low, the counts available

for the extraction of DCS are few, thus affecting the statistics.

Thus the first task is to increase the statistics of high-energy

electrons. This probably can be done by applying a weak field to
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deflect the abundant low-energy electrons away from the

detector. Since high-energy electrons have energies of several

hundreds of electron volts they are not likely affected by the

weak fields, see Fig. 5b. It is to be noted that any diffraction

experiments, be X-ray or electron diffraction, the scattering

cross section from each molecule is always small since all

diffraction experiments depend on close-collision events. Many

techniques have been developed for the manipulation of weak

signals from X-ray and electron diffraction experiments. These

techniques probably can be adopted in LIED as well.

(ii) It is desirable to perfect LIED experiments beyond the

proof-of-principle stage. More experiments should be carried

out to demonstrate its capability for spatial resolution, and for

largermolecules. Thus high-energy electron spectra bymid-infrared

lasers for three- or four-atom molecules are desirable immediately,

first with randomly distributed molecules. These data can be

compared directly with those obtained from the gas-phase electron

diffraction method. Next, the same molecules can be aligned or

oriented by infrared lasers. Using LIED, from such molecules both

the bond lengths and bond angles can be extracted. In fact, gas-

phase electron diffraction from impulsively aligned molecules has

been reported by the group ofMartin Centurion80 recently. Even if

the molecules are only oriented or aligned in 1D, it would still be

instructive to use LIED to extract the equilibrium structure para-

meters, with lasers linearly polarized along different directions with

respect to the orientation or alignment axis. A large set of data can

be collected and analyzed, and the resulting structure parameters

can be compared to check their consistency.

(iii) In Blaga et al.,16 genetic algorithm was used for the

inversion of the DCS data to obtain the bond length. For

larger molecules, the retrieval of the increasing number of

structure parameters from the DCS will become more challen-

ging. According to eqn (6), the DCS retrieved from the

electron spectra differ from gas-phase diffraction experiments

only by the additional angle-dependent tunneling ionization

factors, N(OL). These factors can be calculated using molecular

tunnel ionization theory or the strong field ionization approxi-

mation, but it is better that they are obtained from experiments

for more complex molecules. For complex molecules, it is also

known that tunneling ionization may occur from several inner

orbitals, besides from the highest occupied molecular orbital, as

demonstrated in the HHG spectra.81–83 In the case of LIED,

this effect would imply that eqn (6) should be replaced by a sum

over the contributions from all of these orbitals. Since the DCS

within the IAM model is independent of the outershell structure,

the effect of summation is to replace N(OL) in eqn (6) as the

total tunneling ionization rates, which can be measured experi-

mentally. In the future, advanced data retrieval tools developed

by the X-ray diffraction and electron diffraction communities

should also be looked into, to check if they can be applied to the

analysis of LIED data.

4.3 Perspectives of LIED vs. time-resolved X-ray and electron

diffraction for molecules

After LIED has demonstrated its prowess, it would be desirable

to use LIED as the probe pulse in a typical pump–probe

experiment. In such experiments, an optical pump laser initiates

a dynamic system. The dynamic system could be probed with a

femtosecond X-ray method, by electron diffraction, or by

LIED with intense mid-infrared lasers. All of them are aiming

at probing the atomic positions of a molecule that change with

time on femtosecond timescales.

To determine the atomic positions in a molecule requires

that the impinging particles or photons be scattered off very

close to the nucleus of each atom, thus all three methods have

to deal with small scattering DCS. Since the cross section for

photon interaction with molecules is five to six orders of

magnitude smaller than for electron interaction, the pulse

energy needed for using XFEL for imaging is higher. In fact,

facilities like LCLS generate so many photons that diffraction

images are to be taken before the molecule is destroyed.7 In the

time-resolved electron diffraction method, the challenge is not

too many electrons, but rather that there are too few. At

present there are technical difficulties in pushing durations of

electron pulses below 100 fs. One proposed method to reduce

it further is to use relativistic electron beams, increasing it

from the current 30 keV to above 3 MeV. This will require a

larger facility, and the diffraction images will have to be taken

at much smaller scattering angles. The rapid development in

technology undoubtedly will improve both X-ray and electron

beams to shorter pulses and higher pulse energies, to make

them more available in the years to come. On the other hand,

are there alternatives?

Since LIED has not been widely examined in the laboratories

yet, its full potential or limitation is difficult to assess. Until

now, the small number of high-energy electrons is limiting the

statistics, but their number is small only when compared to the

copious low-energy electrons. A typical spectrum in Blaga et al.

was taken within a few hours.

Looking into the future, there are several emerging laser

technologies that may significantly increase the returning

electron flux for the LIED experiments. Recall that LIED

and HHG are both based on the same elementary rescattering

processes, thus any advances in generating more intense HHG

at higher photon energies will also directly benefit LIED. Since

HHG is an important tool for the generation of table-top

XUV to soft X-ray light pulses, continuing research effort in

this area is expected. In all LIED and in most HHG experi-

ments so far, a single-color infrared or mid-infrared laser is

used. To take advantage of the l2 dependence of the energies

of the returning electrons, long-wavelength lasers can be used.

This has the unfortunate disadvantage that the returning

electron flux is also significantly reduced as stated earlier.

However, simulations84,85 have shown that because of wave

synthesizing – by combining Ti–Sapphire 800 nm laser pulses

with mid-infrared laser pulses with some favorable phases and

amplitudes – an increase of two orders of magnitude in the

returning electron flux is possible (as compared to the mid-infrared

alone), while at the same time, the returning electron energy may

reach the 100–200 eV region. Wave synthesizing is a flourishing

research area86–89 and much progress has been made. Thus there is

hope for substantial increase of the returning electron flux for

LIED measurement without much increase in the input laser

power. Another way to increase high-energy electrons is to

increase the repetition rate of the IR and mid-IR lasers. Most of

the mid-IR lasers used so far operate at one kHz, but 100 kHz or

MHz lasers are in the horizon.90–93 Historically, laser technology
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always advances at a much faster pace than other technologies,

thus it is likely that present limits imposed by existing lasers

may be removed in the next few years.

4.4 Route to uncovering femtosecond molecular dynamics

It is important to emphasize that each LIED (or X-ray and

electron diffraction) measurement can only offer the distribu-

tions of atomic positions of a molecule in a dynamic system at

a given time interval. Stitching these distributions together

forms a ‘‘molecular movie’’ where the breaking or rearrange-

ment of bonds (the sticks) between pairs of atoms is played

out. However, such a simple picture is limited to simple

systems where the pump pulse excites a single electronic

potential surface only. In molecular physics, a pump pulse

creates a time-dependent many-particle wave packet.

This wave packet is expanded in general in terms of linear

combination of products of electronic wavefunction and

rovibrational wavefunction. For femtosecond probe pulses,

the rotational motion can be considered frozen. Thus a

diffraction measurement is used to extract the vibrational

wave packet only. If two or more electronic potential surfaces

are populated in the pump step, then the DCS may include the

interference of scattering amplitudes from the two surfaces.

Such situations have been analyzed theoretically by Wilson

and co-workers94 using X-ray and electron diffraction as the

probe pulse in the late 1990s. Due to the lack of experiments,

their formulation has not been tested so far.

History has shown that it takes many tools to study the

properties of an isolated molecule at equilibrium. It will take

even more measurements to probe a dynamic system which is

represented by a time-dependent many-body wave packet. As

stated earlier, this wave packet is expanded in terms

of approximate eigenstates of a molecule at fixed atomic posi-

tions. In quantum mechanics, each measurement is a projection

operation, thus only partial information of the system is

obtained. It is therefore nearly impossible to ‘‘reconstruct’’ the

whole wave packet based on a few measurements. To ‘‘paint’’ a

picture of how a dynamic system evolves would require many

measurements for each wave packet. The measurements may

include fragmentation of molecules or photoelectron angular

distributions, by exposing the dynamic system to an UV or

XUV light pulse. They may include measuring the HHG

spectra, or the low-energy electron spectra, by exposing the

dynamic system to a strong field. Since a master laser can be split

into many arms, one arm can be used as a pump pulse, and the

other(s) used as probe pulse(s), many such measurements can be

performed on a single wave packet. In this way, the advantage of

using LIED to map out the atomic positions is clear since it

would use the same all-optical setup. With a slew of arsenal to

interrogate a wave packet that was generated under the same

conditions, a more complete picture of the dynamic system may

emerge. We stress that data from LIED alone would not provide

the essential understanding needed for a chemical reaction or a

biological function. For this purpose, other tools that probe

outer-shell phenomena of the molecule are needed. On the other

hand, to understand these outer-shell processes, information

about the positions of individual atoms in a molecule is needed.

This is the role that can be provided by LIED.

Last but not the least, it goes without saying that theory

also will have to play an essential role in order to understand a

dynamic system. Experiments involving outer-shell electrons

of a molecule cannot be understood without theoretical

simulations.95,96 Thanks to theoretical tools developed over

the past half a century in quantum chemistry, some of these

tools can be used also for dynamic systems. The role of theory

perhaps is best illustrated in Fig. 6. In this close-loop cartoon

we show how quantum chemistry can help bridging the

gap between two different measurements. Here a molecule

(or a wave packet initiated by a pump pulse) is exposed to

an intense mid-infrared laser pulse. Experimentally, the high-

energy electron momentum spectra and HHG spectra are

measured. Based on the QRS theory, the DCS is extracted

Fig. 6 LIED is a method of imaging the atomic positions of a

molecule. LIED, as well as electron or X-ray diffraction methods,

does not probe the main features in a chemical reaction or a biological

function. The latter are outer-shell phenomena, involving the breaking

and rearrangement of chemical bonds, as well as distributions of

electronic charges. However, without the knowledge of the positions

of atoms in a molecule, no chemistry can be studied. Since femto-

second chemistry is often carried out with pump–probe technique, this

cartoon illustrates how LIED can be combined with another probe,

HHG measurement in this example, in a similar setup. The pump

beam initiates an isomerization process in acetylene. A probe pulse at a

given delay time is used to generate photoelectron spectra. Using the

QRS theory the DCS can be extracted and GA is used to retrieve the

positions of atoms in the molecule at the given time delay. In the

meanwhile, HHG spectra are measured from a probe pulse at the same

time delay. From the retrieved atomic positions in the molecule, using

quantum chemistry code to obtain photo-recombination cross section,

together with the QRS, the theoretical HHG spectra can be calculated

and compared to the measured HHG spectra. Good agreement with

the HHG experimental data would imply that the theory describes the

outer-shell ‘‘structure’’ correctly. Other method of probing outer-shell

phenomena can also be combined with LIED, for example, by

measuring photoelectron angular distributions, by the momentum

distributions and charge states distributions of the fragments.

We comment that quantitative interpretation of any outer shell

phenomena is not possible without elaborate theoretical calculations.

The route to dynamic imaging of molecules is tedious. It will take

many different measurements and much more theoretical efforts than

molecules at equilibrium. Figures reprinted with permission from

ref. 32. Copyright(2010) Institute of Physics.
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from the electron spectra. Using GA or other retrieval soft-

ware, the atomic positions can be extracted. Once these

positions are known, using quantum chemistry codes, photo-

recombination cross sections and the phases of the transition

dipoles can be calculated. With these results, together with the

QRS theory, theoretical HHG spectra can be calculated which

are then compared to the measured HHG spectra. Similar

calculations can be performed for measurements carried out

by other tools if the atomic positions are given. With an

iterative procedure, the consistency of the model for the

dynamical system can be evaluated.

In summary, the route to full understanding of a time-

evolving molecular system is long and tedious. It will take

many different experiments to gain a good glimpse of a real

chemical event. While the ball-and-stick model does not tell us

much about the chemistry of a molecule, chemistry cannot be

studied without knowing the nature of the balls and the sticks.

LIED, like X-ray and electron diffraction, is such a tool.

Further development in the next few years will tell whether

LIED will emerge as a piece of useful table-top tool in

chemical laboratories.
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