Retrieval of target photorecombination cross sections from high-order harmonics generated in a macroscopic medium
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We investigate high-order harmonic generation (HHG) in a thin macroscopic medium by solving Maxwell’s equation using microscopic single-atom induced dipole moment calculated from the recently developed quantitative rescattering (QRS) theory. We show that macroscopic HHG yields calculated from QRS compared well with those obtained from solving the single-atom time-dependent Schrödinger equation but with great saving of computer time. We also show that macroscopic HHG can be expressed as a product of a “macroscopic wave packet” and the photorecombination cross section of the target gas. The latter enables us to extract target structure from the experimentally measured HHG spectra, thus pave the way to use few-cycle infrared lasers for time-resolved chemical imaging of transient molecules with few-femtosecond temporal resolution.
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I. INTRODUCTION

In recent years high-order harmonic generation (HHG) by a strong infrared (ir) laser field interacting with a gas of atoms has been widely used for the production of subfemtosecond pulses in the extreme ultraviolet (xuv) radiation [1–3]. Attosecond pulses synthesized from these harmonics are now available in several laboratories either as a single subfemtosecond burst or as trains of attosecond pulses [4,5]. The success of generating these attosecond pulses owes much to the experimental and theoretical studies of the properties of harmonics in the last two decades [6–17], especially in terms of their temporal and spatial coherences.

The physical origin of the harmonic emission in a single atom can be easily described by a three-step model [18,19]. First, at a certain initial time the electron wave packet tunnels through the potential barrier formed by the combined atomic and laser fields. Next, it propagates in the laser field and gains kinetic energy. Finally, this energy is converted into high-energy HHG photons through the recombination with the parent ion. Since the laser field interacts with a macroscopic number of atoms, a full description of experimentally observed HHG spectra requires not only the theoretical treatment of the microscopic nonlinear laser-atom interaction but also the macroscopic propagation of the radiation through the nonlinear optical medium.

Theoretically the strong oscillating laser field induces a time-dependent dipole for each atom. This induced dipole moment can be calculated quantum mechanically by solving the time-dependent Schrödinger equation (TDSE) directly. Alternatively, the induced dipole moment can also be calculated using the strong field approximation (SFA) [19]. Since HHG is generated by a focused laser beam over all the atoms in a macroscopic medium, the induced dipole moment on each atom should be inserted as a source term in the propagation equations of the harmonic field to obtain the macroscopic response of the excited nonlinear medium. Thus a typical HHG calculation consists of two parts: first, the calculation of single-atom response; second, the propagation of Maxwell’s wave equation.

The most accurate way to obtain microscopic response is the numerical solution of the TDSE for the atom interacting with the laser field. Since this approach is quite time consuming because calculations need to be carried out for hundreds of peak laser intensities to account for the nonuniform laser intensity distributions inside a focused laser beam, the induced dipole moment for each atom is often calculated using the SFA. Thus except for a few rare cases, theoretical investigations of the macroscopic propagation effect for HHG are commonly carried out using SFA-calculated single-atom induced dipole moment. Despite this limitation, the temporal and spatial properties of HHG observed experimentally have been reasonably understood, especially the synchronization of the harmonics and the temporal profiles of the synthesized attosecond pulses. On the other hand, in a few examples, macroscopic HHG spectra obtained using TDSE-calculated single-atom induced dipole moments do show significant quantitative discrepancy compared to SFA-calculated counterpart [20].

The limitation of SFA for the description of single-atom response is well known [19]. Since TDSE calculation for single-atom response for feeding the macroscopic propagation equations is very time consuming, an alternative accurate theoretical approach is desirable. Recently we have proposed a quantitative rescattering (QRS) theory for the calculation of HHG spectra generated by a single atom or molecule [21–23]. According to the QRS, single-atom or single-molecule induced dipole moment by the laser field can be expressed as the product of a complex returning electron wave packet and the complex recombination dipole moment between the laser-free electrons and the target ion. Furthermore, the electron wave packet can be calculated from the SFA. Since the recombination dipole moment (or photoionization dipole moment) is much easier to calculate, single-atom HHG spectra calculated using the QRS are about as fast as the SFA but a factor of thousands faster than the TDSE calculation. The accuracy of the QRS has been carefully tested against single-atom HHG spectra obtained from the TDSE. It has now been well documented that the QRS results are nearly as accurate as those obtained from TDSE.
II. THEORETICAL METHOD

The calculation of high harmonic generation in a macroscopic medium by an intense laser usually contains two components: (i) a single-atom theory that describes the response of an atom to the driving fundamental laser field and (ii) a propagation theory that gives macroscopic response to the medium. We describe each issue separately below.

A. Propagation equations

In our simulation, first we assume that there is no ionization effect of the medium on the fundamental laser field. In other words, the fundamental field is assumed to propagate in free space. However, ionization effect is included in the single-atom response and in the nonlinear polarization term for the harmonics. The propagation of harmonic field in the ionizing medium is described by the equation [32]

\[
\nabla^2 E_h(r,z,t) - \frac{1}{c} \frac{\partial^2 E_h(r,z,t)}{\partial t^2} = \mu_0 \frac{\partial^2 P_{\text{nl}}(r,z,t)}{\partial t^2},
\]

where

\[P_{\text{nl}}(r,z,t) = [n_0 - n(r,z,t)]x(r,z,t),\]

and

\[n_i(t) = n_0 \left\{ 1 - \exp \left[ - \int_{-\infty}^t w(\tau)d\tau \right] \right\},\]

\[P_{\text{nl}}(r,z,t)\] is the nonlinear polarization generated by the medium, \[n_0\] is the neutral atom density, \[n_i(r,z,t)\] is free-electron density, and \[w(\tau)\] is tunnel ionization rate which can be calculated from the Ammosov-Delone-Krainov (ADK) theory [33,34]. The induced dipole moment \(x(r,z,t)\) is calculated for atoms inside the medium under the fundamental laser field, which gives the atomic response to the entire laser pulse. This is called the nonadiabatic approach. We assume that the effects of absorption and free-electron dispersion are negligible. By transforming to a moving coordinate frame \((z'=z \text{ and } t'=t-z/c)\) and employing the paraxial approximation (i.e., neglecting \(\nabla^2 E_h/\partial z'^2\)), we obtain

\[
\nabla^2 \tilde{E}_h(r,z',t') = \frac{2i}{c} \omega \frac{\partial \tilde{E}_h(r,z',\omega)}{\partial \omega} = -\mu_0 \omega^2 \tilde{P}_{\text{nl}}(r,z',\omega),
\]

The temporal derivative in the above equation can be eliminated by Fourier transform, yielding

\[
\nabla^2 \tilde{E}_h(r,z',\omega) - \frac{2i}{c} \omega \frac{\partial \tilde{E}_h(r,z',\omega)}{\partial \omega} = -\mu_0 \omega^2 \tilde{P}_{\text{nl}}(r,z',\omega),
\]

where

\[\tilde{E}_h(r,z',\omega) = \tilde{F}[E_h(r,z',t')]\]

and

\[\tilde{P}_{\text{nl}}(r,z',\omega) = \tilde{F}[P_{\text{nl}}(r,z',t')]\].

Here \(\tilde{F}\) is the Fourier transform operator acting on the temporal coordinate. Once the harmonic field at the exit face of
the medium (z’=z_{out}) is computed, the power spectrum of the harmonics is obtained by integrating over the transverse direction,
\[ S_{b}(\omega) \propto \int_{0}^{\infty} |\tilde{E}_{b}(r,z',\omega)|^2 2\pi rdr. \]  

(8)

B. Fundamental laser field and geometric phase

We assume that the fundamental laser field is not modified as it propagates through the medium. In the moving coordinate frame it can be written as
\[ E_{1}(r,z',t') = \text{Re}[\varepsilon(r,z')A(r,z',t')e^{-i(\omega_{0}t'+\varphi_{CE})}], \]  

(9)

where
\[ \varepsilon(r,z') = \frac{b\varepsilon_{0}}{b + 2iz'} \exp\left(-\frac{kr^{2}}{b + 2iz'}\right) = |\varepsilon(r,z')|e^{i\varphi_{laser}(r,z')}, \]  

(10)

and
\[ A(r,z',t') = \cos\left(\frac{\pi t' - \varphi_{laser}(r,z')/\omega_{0}}{\tau_{p}}\right), \]  

(12)

where \( \varepsilon(r,z') \) is a Gaussian beam, \( \varepsilon_{0} \) is the peak laser field at the focus, \( \omega_{0} \) is the central frequency, \( k=\omega_{0}/c \) is the wave vector, and \( b \) is the confocal parameter (depth of focus) given by twice the distance along \( z \) axis for the beam to expand from its minimum cross sectional area at \( z'=0 \) to twice this area. Geometric phase due to defocusing is given by \( \varphi_{laser} \) and \( \tan^{-1}(\frac{2z'}{b}) \) is the Gouy phase, which results in a phase shift of \( \pi \) relative to a plane wave as the laser passes through the focus from the far field on one side to the far field on the other side of the focus. Carrier envelope phase is represented by \( \varphi_{CE} \), and \( \tau_{p} \) in the envelope function \( A(r,z',t') \) is the total duration of the laser pulse, which equals 2.75 times the full width at half maximum (FWHM) of the laser’s intensity.

Let
\[ t'' = t' - \varphi_{laser}(r,z')/\omega_{0}, \]  

(13)

then
\[ E_{1}(r,z',t'') = |\varepsilon(r,z')|\cos\left(\frac{\pi t''}{\tau_{p}}\right)\cos(\omega_{0}t'' + \varphi_{CE}). \]  

(14)

In order to solve Eq. (5), the nonlinear polarization of Eq. (7) in the moving coordinate frame needs to be calculated. First we compute \( P_{nl}(r,z',t'') \) since in the time frame \( t'' \) the spatial component and temporal part are separated. In other words, the fundamental laser field only depends on the peak field \( |\varepsilon(r,z')| \). Using the Fourier transformation, we then obtain
\[ \tilde{P}_{nl}(r,z',\omega) = \tilde{\tilde{F}}[P_{nl}(r,z',t'')] \]  

(15)

From the expression above, it can be seen that there are two contributions to the phase of the nonlinear polarization: the first one is atomic phase, which depends only on the laser peak intensity; the second is geometric phase multiplied by the harmonic order. It is known that the most time-consuming job is the calculation of the spatial dependent nonlinear polarization for atoms inside the medium as the harmonic field is propagated. It is the separation of atomic phase and geometric phase that allows one to simplify the calculation. Using a batch of laser peak intensities, the nonlinear polarizations in the time frame \( t'' \) are calculated and then stored. When it comes to solve the propagation equations for each value of \( \omega \), the nonlinear polarization in \( t'' \) for atoms inside the medium is obtained by interpolation. Meanwhile the geometric phase is added up in order to transform the nonlinear polarization to the moving coordinate frame. The use of interpolation method greatly improves the efficiency of harmonic field propagation.

C. Single atom response theory

Single atom response to a time-varying laser field, polarization, and carrier phase usually is described in the framework of the SAE approximation. In principle, one can calculate the induced atomic polarization or dipole acceleration by numerically solving the TDSE, which can then be inserted as a source term in the propagation equation. Besides the TDSE, few approaches are available. In this paper we will focus on two approaches: one is the SFA (or the Lewenstein model); the other is the recently developed QRS theory.

I. SFA

In Ref. [19] a semiclassical theory was proposed with the following assumptions: (i) all the bound states in the atom are neglected except for the ground state; (ii) in the continuum, the electron is treated as a free particle moving in the laser’s electric field without the influence of the target potential. In such a strong field approximation, the induced dipole moment in the time domain is calculated from the integral,
\[ x(t) = \int_{-\infty}^{\infty} d\tau \left( \frac{\pi}{\epsilon + i\pi/2} \right)^{3/2} d'\left[P_{nl}(t,\tau) + A(t)\right]d'(t) \times e^{-i\Delta_{k}(t)} d'\left[P_{nl}(t,\tau) + A(t - \tau)\right] \times E_{1}(t - \tau)a(\tau - \tau) + \text{c.c.}, \]  

(16)

where \( E_{1}(t) \) is the electric field of the laser pulse described by Eq. (14), \( A(t) \) is the vector potential, \( \epsilon \) is a positive regularization constant, and \( p_{nl} \) and \( S_{b} \) are the stationary values of the momentum and the quasiclassical action, respectively. In the equation, \( a(t) = \exp[-\frac{1}{2} \int_{-\infty}^{\infty} w(\tau) d\tau] \) is the ground state amplitude, with the ionization rate \( w(\tau) \) calculated by the ADK theory [33,34] and \( d \) is the field-free dipole transition matrix element between ground state and the continuum state. The stationary value of the momentum is given by
\[ p_{\alpha}(t, \tau) = -\frac{1}{\tau} \int_{t-\tau}^{t} dt'' A(t''), \quad (17) \]

and the corresponding stationary action is

\[ S_{\alpha}(t, \tau) = \int_{t-\tau}^{t} dt'' \left\{ \frac{1}{2} \left[ p_{\alpha} + A(t'') \right]^2 + I_p \right\}. \quad (18) \]

For hydrogenlike atoms, dipole matrix element for transition from the ground state to the continuum state characterized by a momentum \( p \) is given by

\[ d(p) = \frac{2^{7/2}(2I_p)^{5/4}}{\pi} \frac{p}{(p^2 + 2I_p)^3}, \quad (19) \]

where \( I_p \) is the ionization potential of the atom. For a nonhydrogenic atom we obtain the ground state wave function from the Gaussian code. Since in Lewenstein model the continuum state is given by a plane wave, the transition dipole matrix elements \( d(p) \) of a real atom can be calculated straightforwardly.

2. QRS theory

The prediction of the Lewenstein model is known to be relatively successful for harmonics near the cutoff and not accurate for harmonics in the lower plateau region. While HHG calculated from solving TDSE is accurate in principle, it can be reasonably done only for atomic targets within the SAE approximation. Moreover, for macroscopic propagation, single-atom induced dipole moments have to be calculated for hundreds of peak laser intensities covering the interaction volume of the gas target, making TDSE-type calculations not very practical. Recently an alternative theoretical model has been proposed [21–23]. The model is based on the rescattering theory, and it is now called the QRS theory. A detailed discussion of the QRS for HHG from atoms or molecules is given in [35]. The QRS theory has accuracy comparable to the TDSE, but computationally it is much less demanding, close to the level of the SFA. According to the QRS, HHG yield can be expressed as

\[ Y(\omega) \propto \omega^4 |W(E)|^2 |d(\omega)|^2, \quad (20) \]

where \( d(\omega) \) is the photorecombination (PR) transition dipole matrix element and \( W(E) \) describes the flux of the returning electrons, which is called the returning “wave packet”. The electron energy \( E \) is related to photon energy \( \omega \) by the laser-free dispersion relation

\[ E = \frac{p^2}{2} = \omega - I_p. \quad (21) \]

The validity of this model has been tested on rare-gas atoms and on \( \text{H}_2^+ \) [22,23]. Since the harmonic yield \( Y(\omega) \) is proportional to \( \omega^4|x(\omega)|^2 \), the dipole moment \( x(\omega) \) induced by the laser field can be further written as

\[ |x(\omega)e^{i\phi(\omega)}| = |W(E)e^{i\eta(E)}d(\omega)e^{i\delta(\omega)}|, \quad (22) \]

where \( \phi(\omega) \) is the phase of the harmonic and \( \eta(E) \) and \( \delta(\omega) \) are the phase of the wave packet and the PR transition dipole moment, respectively. The PR transition dipole moment \( d(\omega) \)
is the property of target only and is independent of laser, while the energy dependent wave packet \( W(E) \) is the property of the laser. Its magnitude depends on the ionization rate since the returning electrons are first released from the target by tunnel ionization. Under the same laser condition, different targets of the same \( I_p \) essentially give the same wave packet, except for an overall normalization due to the different tunneling rates. The QRS is a simple model that improves the SFA. It replaces the plane wave in the PR transition dipole moment in the SFA by the more realistic scattering wave. According to the QRS, the induced dipole moment is given by

\[ x_{\text{QRS}}(\omega) = x_{\text{SFA}}(\omega) \frac{d(\omega)}{d_{\text{SFA}}(\omega)}, \quad (23) \]

where both \( x_{\text{SFA}}(\omega) \) and \( d_{\text{SFA}}(\omega) \) are complex numbers while \( d_{\text{SFA}}(\omega) \) is either a pure real or pure imaginary number.

3. Model potential

Within the SAE approximation, single-atom response to the laser field can be obtained by solving the TDSE numerically. In our TDSE calculation, atomic potential takes the following form [34]:

\[ V(r) = Z_\varepsilon a_1 e^{-a_2r} + a_3 r e^{-a_4r} + a_5 e^{-a_6r}, \quad (24) \]

where \( Z_\varepsilon \) is the charge seen by the active electron asymptotically and \( a_1, \ldots, a_6 \) are parameters obtained by fitting \( V(r) \) to the numerical potential from self-interaction free density functional theory. Different forms of the model potential have been generated by others using different criteria. For example, a model potential for \( \text{Ar} \) was used by Muller [36] which gives the correct position of the Cooper minimum in the photoionization (or photorecombination) cross section. For each atom the same model potential is used in the TDSE and in the PR transition dipole moment calculations. In other words, the ground and the continuum state wave functions are calculated with the same model potential, which is also used in the TDSE. For such continuum wave functions, the scattering boundary conditions are imposed and thus they are called scattering waves. In [22,23], QRS theory is called the scattering-wave strong-field approximation (SW-SFA) model.

D. Wave packet extracted from macroscopic HHG

The validity of Eqs. (20) and (22) has been tested for the single-atom response to the laser field only so far. Since experimentally HHG is measured from a macroscopic medium, we examine whether a similar expression can be obtained. Specifically, we ask if the macroscopic HHG spectrum can be expressed as

\[ S_{\alpha}(\omega) \propto \omega^4 |W'(E)|^2 |d(\omega)|^2, \quad (25) \]

where \( W'(E) \) is called MWP in order to distinguish it from the single-atom response and \( d(\omega) \) is the PR transition dipole moment of single atom or molecule. In other words, after the macroscopic propagation, one can still extract the laser-
independent target structure from the HHG spectra? In the following we will use PR transition dipole moment and PR differential cross section interchangeably. Note that they are related by a simple scaling factor

\[ \frac{d\sigma}{d\Omega} = \frac{\omega^3}{p} |d(\omega)|^2, \quad (26) \]

where \( p \) is the momentum of the electron.

### III. Results and Discussion

#### A. Simulation parameters and photorecombination cross sections

In our numerical simulation, we take the fundamental laser pulse in space to be a Gaussian beam with cylindrical symmetry, propagating along the \( z \) direction. The beam waist at the laser focus is fixed as \( w_0 = 25 \mu m \) and the confocal parameter \( b \) is given by \( b = \frac{2\pi w_0^2}{\lambda} \), where \( \lambda \) is laser’s central wavelength. A 1 mm long gas jet with constant atom density is placed after, at, or before the laser focus. In the time domain the laser pulse is assumed to have a cosine-density placed after, at, or before the laser focus. In the time domain the laser pulse is assumed to have a cosine-squared envelop, and the carrier envelope phase is taken to be \( \varphi_{\text{CE}} = 0 \) rad. Equation (5) is solved for each frequency \( \omega \) using the Crank-Nicholson method. Typical parameters used in the calculations are 300 grid points along the radial direction and 400 grid points along the longitudinal direction.

In Fig. 1, we plot photorecombination cross sections (PRCSs) in terms of photon energy for Ar, Xe, and Ne. For each target, we first show the “exact” PRCS where the ground state and continuum state wave functions are obtained “exactly” from the model potential, i.e., the continuum electron is represented by the scattering wave. In the second model, the same ground state wave function is used, but plane wave is used for the continuum state. In the third model, the target atom is replaced by an effective “hydrogenlike” atom where the nuclear charge is chosen such that its 1s binding energy is the same as the binding energy of the target atom. In this calculation, the final state is still described by a plane wave, i.e., only the initial wave function is different from the second model. Note that in the examples used, the ground state of each target atom has \( p \)-orbital symmetry, while in the hydrogenlike target, it has the \( s \)-orbital symmetry. There are a number of distinct features from these results that deserve discussion. First, the exact PRCSs for three targets are distinctly different. For Ar, there is a Cooper minimum occurring near 42 eV (if the model potential of Muller [36] is used the minimum occurs near 50 eV; see [35]). For Ne there is no such minimum (the general rule for the existence of Cooper minimum has been given long time ago [37]). Using the second model, the PRCS shows a minimum for each atom, and it is the recombination matrix element used in the SFA. In the third model, the dipole matrix element is given by the analytical formula of Eq. (19). The PRCS calculated using this model is monotonically decreasing after it reaches a maximum very near the ionization threshold.

![FIG. 1. (Color online) Photorecombination cross sections of (a) Ar, (b) Xe, and (c) Ne, obtained by using scattering wave (solid lines) and within plane wave approximation using real atom (dashed lines) and hydrogenlike atom (dotted lines).](image)

#### B. Macroscopic HHG spectra: QRS vs TDSE

1. **Strength of the harmonics**

With the amplitude and phase of single-atom HHG calculated from the TDSE, SFA, and QRS as the source terms for the macroscopic propagation equations, we calculated and compared the macroscopic HHG spectra from these three different models.

In Fig. 2(a), single-atom HHG spectra of Ar exposed to a 19.4 fs (FWHM) laser pulse with peak intensity of 1.5 \( \times 10^{14} \) W/cm\(^2\) and central wavelength of 800 nm are shown. The spectra from the QRS and SFA are normalized to that from the TDSE near the cutoff, i.e., close to \( (I_p + 3.2U_p)/\omega_0 \) [18,38], where \( U_p \) is ponderomotive energy. The QRS model is a substitute for the SFA, which can be easily carried out by Eq. (23). We can see that HHG spectra in the plateau region are very noisy, with no clear peaks at odd harmonics except in the cutoff region. It also shows that the SFA agrees with the TDSE only for harmonics close to the cutoff, while in the plateau region there are large discrepancies. For the QRS, on the other hand, there is a good agreement with the TDSE except for a sharp spike near harmonic 14 (or H14). The abnormal spike near H14 can be easily traced to zero of the PRCS in the plane wave approxi-
The pulse duration and wavelength are the same as in Fig. 1. The QRS model, after the propagation, gives a much closer agreement with the one obtained from the TDSE. Obviously, it fails for the lower cutoff region, the SFA gives correct prediction with the cutoff region. Several general features of the macroscopic HHG spectra are clear: sharp drop of the spectra between odd harmonics. The relative intensity of odd harmonics does not change too much even after propagation. If we only look at the cutoff region, the SFA gives correct prediction with the TDSE. Obviously, it fails for the lower plateau spectrum. The QRS model, after the propagation, gives a much closer agreement with the one obtained from the TDSE over the whole spectral region. This result shows that the QRS is capable of improving the SFA quite significantly, but with computational effort close to the SFA. Again the spike in the propagated spectra near H14 is caused by the same reason as in the single-atom case.

At this point we want to note that an approximate propagated spectrum from the QRS can be obtained directly from the propagated SFA spectrum. In fact, under the weak ionization condition, the polarization \( \tilde{P}_n(r, z', \omega) \approx \mathcal{F}(r, z', \omega) \). Due to the factorization of the induced dipole in the QRS [see Eq. (23)], the source term in Eq. (5) for the QRS is different from that of the SFA by an overall factor of \( \mathcal{F}(0,0,\omega) \). This results in the same overall factor for \( \tilde{E}_\omega(r, z', \omega) \) from the QRS as compared to the SFA. The above is not expected to hold for general cases, for example, when the absorption of the HHG during the propagation is significant.

In Fig. 2(b), only the total HHG signal at the exit face of gas jet has been displayed. An interesting question is how the QRS model improves over the SFA in comparison with the TDSE for the harmonic field intensity in different regions of the exit face (which has cylindrical symmetry). In Figs. 2(c)–2(e), the strength \( |\tilde{E}_\omega(r, z', \omega)|^2 \) vs the radial distances for H19–H23 are shown based on the three models. Again, the TDSE and the QRS show good overall agreement. This
In Fig. 3, we show the phase difference for single-atom response of Ar from the TDSE and the QRS for the same laser parameters used to obtain Fig. 2(a). The phase difference is shown in the interval $[0, 2\pi]$. In the plateau region, both the TDSE and the QRS give irregular phase differences, but the phases are locked in the cutoff region. In Figs. 4(a) and 4(b), we show the phase difference of macroscopic response for Ar from TDSE and QRS, where the spectral strength has been shown in Fig. 2(b). Define the phase difference in the interval $[-\pi, \pi]$, we show the successive phase difference at two different positions $r=0 \mu m$ and $r \approx 9.2 \mu m$ at the exit face of gas jet. Since harmonic fields emitted at different radial positions finally are added up incoherently when a few odd harmonics are combined to generate attosecond pulse [42,43], it is meaningful to observe phase behavior of harmonics in different positions separately. From Fig. 4(a) the phase difference increases almost linearly with the harmonic order (linear chirp [39]) with the same slope for both $r=0 \mu m$ and $r \approx 9.2 \mu m$ due to phase matching, but the curve for $r=9.2 \mu m$ is shifted up in comparison with $r=0 \mu m$. In these two cases the absolute phase increases quadratically with the harmonic order. In Fig. 4(b), the QRS gives the same phase behavior as the TDSE in Fig. 4(a). Again, this shows the validity of the QRS in studying the macroscopic response.

In order to understand the mechanism of HHG phase behavior after the propagation, we move the gas jet into the laser focus, fix the laser peak intensity at its center to be $1.5 \times 10^{14}$ W/cm$^2$, and keep other laser parameters the same as in Figs. 4(a) and 4(b). Phase differences of macroscopic response for Ar from TDSE and QRS are shown in Figs. 4(c) and 4(d). Whether $r=0 \mu m$ or $r \approx 9.2 \mu m$, both the TDSE and the QRS give randomlike phase differences and are similar to single-atom response in Fig. 3. Note that our observation of this phase behavior agrees with TDSE calculation of Gaarde and Schafer [43] (see their Fig. 3).
3. Semiclassical model of short and long electron trajectories

The processes that lead to single-atom HHG can be understood using the concept of Feynman’s path integrals [20,44], which correspond to complex trajectories (quantum paths) followed by the electrons from the moment of ionization to the end of recombination with the parent ion, after having been accelerated in the driving IR field [45]. The electrons that give the most relevant contribution to the harmonics in the plateau region follow either short or long trajectories, respectively, characterized by travel time in the continuum close to one half or to a full optical period. Based on the saddle-point approximation, single-atom dipole response can be written as [46–49]

\[ x(\omega) = \sum_{\text{short}} x_i(\omega)e^{i\Phi_i(\omega)} + \sum_{\text{long}} x_i(\omega)e^{i\Phi_i(\omega)}. \]  

(28)

The first coherent sum in Eq. (28) is over the short trajectories, while the second coherent sum is over the long trajectories. In general, the phase from the short trajectories has a weaker dependence on laser intensity, while for the long trajectories the dependence is much stronger [50]. For single-atom response, contributions from both short and long trajectories interfere in the plateau region, leading to complex irregular peaks seen in Fig. 2(a) and random phase differences in Fig. 3. Near the cutoff, two trajectories merge into one, thus well-resolved odd harmonics appear in Fig. 2(a), and the phase difference becomes more regular (see Fig. 3).

When macroscopic propagation is considered the induced dipoles from individual atoms interfere. The interference tends to wash out contributions from long trajectories because their phases \( \Phi_i \) have stronger laser intensity dependence. However, the geometric phase of the fundamental field also contributes to the interference. When the gas jet is placed after the laser focus, the geometric phase tends to cancel out the phase of the induced atomic dipole [see Eq. (15)], thus resulting in well-resolved odd harmonics seen in Fig. 2(b). If the gas jet is placed at the laser focus (or before the focus), the geometric phase is added to atomic dipole phase. The lack of phase cancellation leads to irregular harmonics strength and phases, similar to the single-atom case. Note that the major consequence of macroscopic propagation considered here is due to the phase-matching condition.

Since single-atom dipole phase is predominantly determined by the laser field which is adequately described by the SFA, phase-matching condition is nearly the same whether one uses SFA, QRS, or TDSE to calculate the single-atom response. This explains why propagation calculations using SFA-based atomic dipoles have been so successful in explaining many features of macroscopic HHG, especially the temporal profiles of the synthesized attosecond pulses. By using the QRS or the TDSE, a small and nearly energy-independent phase is added to the phase of each harmonic (except in region where the phase of the recombination dipole changes rapidly like near the Cooper minimum). The major differences between the QRS-based (or TDSE) and the SFA-based atomic dipoles are the relative strength (i.e., the amplitude) of different harmonic orders. When superposing these harmonics, it is well known that the relative phase of the harmonics is much more important than the amplitude in determining the temporal profile of the resulting attosecond pulses, and for this purpose the SFA-based model is quite adequate.

C. MWP

Having established the validity of calculating macroscopic response of HHG using QRS-based atomic dipoles, we now proceed to investigate our second goal: can one extract the atomic PR dipole moment from the macroscopic HHG spectra? We answer this question in a different way. Taking Ar target as an example, we can use the QRS to generate single-atom induced dipole moment and then carry out the propagation to obtain the macroscopic HHG. Recall that in this case the single-atom wave packet is calculated from SFA using the ground state wave function of Ar, and the MWP \( W'(\omega) \) has been defined in Eq. (25). Using laser parameters and focusing condition the same as those for Fig. 2(b), we show the resulting MWP in Fig. 5(a). In this figure, we also show another MWP calculated from a hydrogen-like system where the effective nuclear charge has been adjusted such that its 1s binding energy is the same as the 3p ground state energy of Ar. By normalizing the two MWPs at the cutoff energy (marked by an arrow) and estimated from the peak intensity of the gas center) we see that they agree relatively well. The agreement gets better as laser intensity decreases. This is shown in Fig. 5(b), where the laser peak intensity in the center of gas jet is reduced to 1.25 \( \times 10^{14} \) W/cm\(^2\). This shows that MWP is mostly determined by the laser parameters and focusing condition, and we can take the MWP to be independent of the targets. The agreement is reflected even in the case when good phase matching is not met [see Fig. 5(c)], where the laser peak intensity in the center of gas jet is kept at 1.5 \( \times 10^{14} \) W/cm\(^2\), but the gas jet is put at 1.5 mm after the focus. Similar comparison has been carried out for Xe and Ne targets. In Fig. 5(d), the MWP is obtained from a laser pulse with duration of 21.8 fs, central wavelength of 1200 nm, and peak intensity of 5 \( \times 10^{13} \) W/cm\(^2\) in the center of the Xe gas jet, interacting with the gas jet setting at 2 mm after the focus. In Fig. 5(e), the MWP is obtained for a laser pulse with duration of 23.3 fs, central wavelength of 800 nm, and peak intensity of 2.5 \( \times 10^{14} \) W/cm\(^2\) at the Ne gas jet center, placed at 2.5 mm after the focus. These results indeed show that MWPs from different targets with same \( I_p \) agree with each other reasonably well under the same laser condition.

The above results are not surprising. As noted in Sec. III B, under the conditions and assumptions used in this paper, the macroscopic HHG yield can be factorized as the source term can be approximately factorized. This, however, is not expected to hold for general cases, for example, when the ionization or the absorption of the HHG by the medium is significant.

These results have important implications. Since atomic PR transition dipole is generally well known, by taking the HHG spectra of an atomic target and a molecular one with nearly identical binding energy in the same laser field, one can extract the transition dipole of the molecule. One can use
the same laser pulse to obtain HHG spectra for an unknown molecule and for a known atomic target with nearly the same binding energy. From the ratio of the HHG yields of the two targets and the known PR transition dipole of the atomic target, one can extract the transition dipole of the molecule. This model has been assumed by Itatani et al. [18,38] and by Levesque et al. [51]. Our results confirm the validity of their assumptions.

D. Phase-matching conditions

Phase matching plays an essential role in determining the efficiency of macroscopic HHG. From Eq. (15), atomic phase depends on the laser intensity [45] and it is separated from the geometric phase. Due to laser’s focusing, both the atomic phase and geometric phase are varied in space. Since each individual harmonics has its own atomic phase dependence on laser intensity [48] and the harmonic order enters Eq. (15), thus phase-matching condition changes for different harmonic orders even at the same position [52,53].

It is instructive to examine how phase-matching leads to harmonic emission inside of a gas jet. In Fig. 6, we show evolution of harmonic intensities $|E_d(r, z', \omega)|^2$ (normalized) in space for harmonics H15, H17, H25, and H27 obtained from the QRS. The laser parameters and gas jet position are the same as in Fig. 2(b). On the entrance plane at $z=1.5$ mm, there is no harmonic field. As the induced harmonic field propagates along the $z$ direction, the harmonic field for each order in space is enhanced or suppressed due to the different phase-matching condition. Finally, HHG signal is collected on the exit plane at $z=2.5$ mm. From these figures, it is clear that it is difficult to reach best phase-matching condition for all the harmonics. But one can manipulate the gas jet position to obtain optimum harmonic yields.

E. Intensity averaging vs propagation effect

The above examples show that proper phase matching and spatial filtering during the macroscopic propagation are the keys to obtain enhanced odd high-order harmonics. Since solving the macroscopic propagation equation is still rather time consuming even with the simplification of using QRS-based atomic dipoles, it is of interest to check whether there are simpler methods that can obtain comparable results. According to Eq. (28) the induced atomic dipole can be sepa-
rated into contributions from long and short trajectories, with the long-trajectory ones having phases that depend strongly on the laser’s intensity. Thus one way to achieve equivalent phase matching is to coherently summing up the induced single-atom dipoles for a proper range of laser intensity. This procedure we chose the intensity range to be the same as for the laser intensity range on the $z$ axis in the gas jet. The result of this procedure is shown as the solid line in Fig. 7(a). One can see that intensity averaging agrees well with the propagated one in this case, where a good phase-matching condition is met. However this is not always the case in general. As an example we show in Fig. 7(b) the propagated HHG spectrum for gas jet placed 2 mm before the focus. It is clear that the result is different from the intensity averaged spectrum, as the latter is still the same as in Fig. 7(a). Similar tests have been carried out using the QRS-based atomic dipoles in Figs. 7(c) and 7(d). Note that harmonic intensities from H20 to H28 in Figs. 7(b) and 7(d) are multiplied by a factor of 6 in order to see their fine structures.

Our other tests indicate that up to about ten harmonics in the plateau region can be quite accurately simulated by the intensity averaging method when the gas jet is placed at the good phase-matching position. This is where the short trajectories are selected efficiently. When the gas jet is placed at other positions, the propagated HHG will still receive contributions from the long trajectories, whereas intensity averag-

FIG. 6. (Color online) Spatially harmonic emission of (a) H15, (b) H17, (c) H25, and (d) H27 for Ar under the QRS.

FIG. 7. (Color online) Intensity averaged harmonic spectra (solid lines) vs propagated one when gas jet is put 2 mm after (dotted lines) or before (dashed lines) the focus for Ar. (a) and (b) are shown the TDSE calculations; (c) and (d) are shown the QRS calculations. Harmonic yields of H20–H28 in (b) and (d) are multiplied by 6.
ing procedure essentially eliminates their contributions.

IV. SUMMARY AND OUTLOOK

In the past two decades HHG by intense IR laser pulses with atoms or molecules has been widely investigated both experimentally and theoretically. Since HHG is generated from a macroscopic medium, theoretical simulation usually consists of two parts. The first part is to obtain the microscopic induced dipole moment of each atom or molecule in the medium. The second part is the macroscopic propagation of Maxwell’s equation. In this paper, first we showed that the induced atomic dipole moment calculated by recently developed QRS theory, which can be conveniently used to replace the one calculated by SFA. The resulting macroscopic HHG spectrum obtained from the QRS-based atomic dipoles is in much better agreement with the TDSE than that from the SFA.

In the macroscopic propagation we consider low intensity lasers and low density gas medium such that the effect of free electrons, the absorption, and dispersion of the medium can be neglected. Under such condition, we showed that macroscopic HHG spectra can be expressed as the product of a MWP and the single-atom photorecombination transition dipole moment, similar to the case for HHG by a single atom or molecule studied earlier. The MWP has been shown to be largely independent of the target gas if the ionization potential is nearly the same for the two targets. This important result implies that one can extract the transition dipole of an unknown atom or molecule from one for which the transition dipole moment is known by comparing their measured HHG spectra in the same laser pulse. Since PR transition dipole moment is a property of atom or molecule, this means that measurement of macroscopic HHG spectra offers the opportunity to extract the structural information of molecules. More importantly, IR lasers of duration of a few femtoseconds are widely available already today. Using a typical pump and probe arrangement, one can use a pump laser to initiate a chemical reaction; the transient molecule can then be interrogated from the HHG spectra generated by a probe beam sent in at different delay times. In other words, the theoretical foundation for dynamic chemical imaging using high-order harmonics generated by IR lasers has been established. Its further progress will be its eventual experimental realization.
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