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Abstract
When an atom or molecule is exposed to a short intense laser pulse, electrons that were
removed at an earlier time may be driven back by the oscillating electric field of the laser to
recollide with the parent ion, to incur processes like high-order harmonic generation (HHG),
high-energy above-threshold ionization (HATI) and nonsequential double ionization (NSDI).
Over the years, a rescattering model (the three-step model) has been used to understand these
strong field phenomena qualitatively, but not quantitatively. Recently we have established such
a quantitative rescattering (QRS) theory. According to QRS, the yields for HHG, HATI and
NSDI can be expressed as the product of a returning electron wave packet with various
field-free electron–ion scattering cross sections, namely photo-recombination, elastic electron
scattering and electron-impact ionization, respectively. The validity of QRS is first
demonstrated by comparing with accurate numerical results from solving the time-dependent
Schrödinger equation (TDSE) for atoms. It is then applied to atoms and molecules to explain
recent experimental data. According to QRS, accurate field-free electron scattering and
photoionization cross sections can be obtained from the HATI and HHG spectra, respectively.
These cross sections are the conventional tools for studying the structure of a molecule; thus,
QRS serves to provide the required theoretical foundation for the self-imaging of a molecule in
strong fields by its own electrons. Since infrared lasers of duration of a few femtoseconds are
readily available today, these results imply that they are suitable for probing the dynamics of
molecules with temporal resolutions of a few femtoseconds.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

1.1. Strong-field physics and the rescattering phenomena

When an atom or molecule is exposed to an intense short
infrared laser pulse, an electron that was ejected at an earlier

time may be driven back by the oscillating electric field to
revisit its parent ion. Such an encounter, or rescattering, may
lead to a number of different electron–target ion collisional
phenomena. Among them the best-known and most-studied
is high-order harmonic generation (HHG) [1–3]. These high-
order harmonics have been manipulated to produce extreme
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ultraviolet (XUV) attosecond pulses or attosecond pulse trains
[4, 5]. There are also other rescattering phenomena—e.g. the
generation of high-energy above-threshold-ionization (HATI)
electrons [6, 7], and nonsequential double ionization (NSDI)
of atoms and molecules [8–10]. All of these processes may
be qualitatively understood as the result of collisions between
a returning electron wave packet and the target ion, analogous
to collisions between a beam of laboratory-prepared electrons
and the target ion. Thus, HHG is the recombination of the
returning electrons with the target ion, with the emission of
high-energy photons, while HATI electrons are from the elastic
scattering of the returning electrons in the backward directions
by the ion [11, 12]. Furthermore, NSDI occurs when the
returning electron knocks out another electron from the target
ion, analogous to the (e, 2e) process. Both electron scattering
and photoionization are the conventional means for probing the
structure of atoms and molecules. Thus HHG, HATI and NSDI
offer potentially powerful tools for revealing the structure of
the target. Today, infrared laser pulses with durations of a few
femtoseconds are readily available; thus, these rescattering
processes may be used to investigate the transient structure
of molecules, with temporal resolution of a few femtoseconds
[13].

1.2. Probing molecular structure with strong fields

The potential for probing the structure of a molecule with
infrared lasers has been discussed widely since the 1990s.
For a review on these earlier works, see [14]. For example,
theoretical calculations have shown that laser-induced electron
diffraction (LIED) spectra exhibit clear diffraction minima for
H+

2 [15] and K+
2 [16] in the angle-resolved photoelectrons.

However, these calculations were carried out at large
interatomic separations, on the order of 10–20 au. In LIED,
diffraction occurs in the presence of the laser field. To isolate
the structure information, distortions of the diffraction images
due to the laser field have to be removed [17, 18]. In a
typical experiment, the laser field is not known very precisely,
such that it would also limit the retrieval of the structural
information. Thus, in spite of its promise, LIED has not made
much progress in actual applications so far.

An alternative route for uncovering the structure of
a molecule is through laser-induced HHG spectra. In a
2004 Nature paper, Itatani et al [19] reported that they
reconstructed the highest occupied molecular orbital (HOMO)
of N2 molecules accurately from the alignment-dependent
HHG spectra using the tomographic procedure. That paper has
generated a great deal of interest. However, the tomographic
procedure assumes that the continuum wavefunction of the
electron in the recombination process can be represented
by a plane wave [19, 20]. In molecular physics, it is
well known that this is a severe approximation. Using
plane waves, interesting phenomena in the photoionization
of molecules such as resonances and non-monotonic energy
dependence of cross sections would have been completely
missed. Alternatively, if the continuum electrons can be
described by plane waves, then HHG spectra from molecules
would have been easily calculated [21]. In quantum chemistry,

the ground state wavefunction of a molecule can be quite
accurately computed by packages such as GAMESS [22],
GAUSSIAN [23] and MOLPRO [24]. The difficulty of
treating HHG or HATI lies in the calculation of continuum
wavefunctions.

The major roadblock to extracting accurate structural
information using LIED or HHG lies in the fact that laser-
induced photoelectron spectra or high-order harmonics occur
via nonlinear processes. Except for very simple systems,
there exist no established theoretical tools such that accurate
HATI or HHG spectra can be efficiently calculated. Unlike
conventional x-ray diffraction, where the diffraction pattern
in the far field is the Fourier transform of the object [25,
26], no such simple relation exists in HATI or HHG. Before
structural information of a molecule can be extracted from
laser-generated electron or photon spectra, accurate theories
of HATI and HHG for molecules first have to be established.
Since structural retrieval is an inverse scattering problem, it is
desirable that the scattering theory of HATI and HHG be rela-
tively simple. Brute-force and complicated numerical solution
of the time-dependent Schrödinger equation (TDSE) of a
many-electron molecular system clearly cannot be the answer.

1.3. Quantitative rescattering (QRS) theory—a qualitative
description

Our approach to discovering a simple theory for HATI and
HHG phenomena is to build upon the rescattering concept.
According to this model, electrons are first tunnel-ionized at
an early time of the laser pulse. They are then accelerated by
the laser field and some may be thrown back to recollide with
the target ion. Can these returning electrons be represented
by an electron wave packet (EWP), W(kr), similar to a beam
of free electrons prepared in the laboratory? The answer is
not obvious. The rescattering model is based on a classical
or semiclassical concept [27]. Without including the effect
of the target potential, a classical calculation shows that the
maximum returning kinetic energy is 3.2Up, where Up is
the ponderomotive energy, Up = I/4ω2, with ω the angular
frequency of the laser and I the peak intensity. (In this review,
atomic units are used, and lasers are linearly polarized, unless
otherwise noted.) For HHG, the returning kinetic energy is
converted to photon energy such that the HHG cutoff is given
by 3.2Up + Ip, where Ip is the ionization energy. For HATI
electrons, the elastically scattered electrons gain an additional
linear momentum, −A(tr), along the laser polarization axis,
as they leave the laser field. Here A(tr) is the vector potential
at the time of recollision, tr . Thus the cutoff is at about 10Up

if the electrons are backscattered by 180◦ [28]. These classical
predictions, while being supported by experimental data, are
by no means ‘exact’ since the cutoff of HHG or HATI spectra
in general cannot be precisely identified.

The above observations have been known since the early
1990s [6]. Unfortunately, such a rescattering model offers no
means for carrying out actual calculations, except, perhaps,
within the strong-field approximation (SFA) [27, 29–31].
However, HHG and HATI spectra calculated using the SFA
agree with experiments only qualitatively in general [32],
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even though some features predicted from the SFA are quite
adequate (more on this later). To cast the rescattering model in
a quantitative form, the classical model is not enough since the
EWP should be a complex function (i.e. a coherent electron
beam) and electron–ion collisions should be treated quantum
mechanically. Indeed, attempts have been made to extract
W(kr) from the solution of the time-dependent Schrödinger
equation (TDSE) [33]. To do so, there are two difficulties.
First, the returning EWP is small in comparison to the total
wavefunction. Second, the wavefunctions from the TDSE are
calculated in general in coordinate space. In the laser field,
depending on the gauge used, the kinetic momentum kr is
not a conjugate variable to the spatial coordinate in general.
Thus, a quantum EWP in the rescattering model has never
been successfully extracted from TDSE calculation.

In the last two years we have re-examined the rescattering
model with the aim of making it into a practical theory that can
be used for quantitative predictions. To build such a theory we
started with a model one-electron atomic system where we can
solve the TDSE to obtain HATI and HHG spectra accurately
[34]. For such a simple system we also can solve field-free
elastic scattering differential cross sections (DCS) and photo-
recombination cross sections (PRCS) ‘exactly’. Based on the
rescattering concept, we then define an EWP, W(kr), taken
to be the ratio of the HATI yield with respect to the elastic
DCS. By doing so, we found that the resulting EWPs obtained
for different targets are essentially identical if they are subject
to identical laser pulses [32, 34]. Moreover we can define a
similar W(kr), if the HATI spectra are calculated using the SFA
and the elastic DCS are calculated by approximating the
continuum electrons by plane waves (to be consistent with
the SFA). The W(kr) thus obtained from the TDSE and from
the SFA have nearly identical dependence on kr—they differ
only by an overall normalization. The latter simply reflects
the fact that the total ionization rate predicted by the SFA is
not correct.

The good agreement of W(kr) obtained from the SFA
and TDSE has a significant consequence. Since numerical
calculation of the SFA is many thousands times faster
than solving the TDSE directly, we proposed a quantitative
rescattering (QRS) theory where the HATI spectra are obtained
as the product of a W(kr) calculated from the SFA with the
accurate field-free electron–ion scattering DCS [35]. Since
W(kr) does not depend on the target, it can be obtained from
any simple target system. The field-free DCS can be obtained
from computational packages for electron–atom or electron–
molecule collisions developed over the past five decades. In
a similar fashion, such a theory can be extended to HHG
[36] as well as to NSDI [37] where the collisional process
with the target ion is photo-recombination and electron-impact
ionization, respectively. With QRS, we thus have a very
simple theory to make quantitative predictions on strong-field
rescattering phenomena. We remark that the calculations are
based on quantum mechanical theory; thus, QRS actually can
be applied at the level of complex scattering amplitudes, such
that one can define a complex electron wave packet, i.e. a
coherent electron wave packet. The latter will be addressed
when we discuss QRS for HHG. For the time being we will
concentrate only on cross sections and yields.

1.4. The significance of QRS on strong-field physics and
imaging

Based on QRS, the quantum theory of rescattering phenomena
becomes very simple and QRS can be used to make quantitative
calculations to compare with experimental results. This has
not always been possible in strong-field physics. There are
three reasons. First, performing a theoretical calculation
for each laser intensity is already quite time consuming. To
compare with experiments, repetitive calculations must be
carried out over hundreds of intensities in order to account for
the contributions from all the intensities within the laser focal
volume. Second, the yields for the rescattering phenomena are
small and high-precision calculations for complex systems are
difficult to achieve in general. Third, in a given experiment, the
laser peak intensity and some other parameters are not always
accurately determined. Using QRS, these problems should not
be as severe. For each new laser intensity, or new wavelength,
according to QRS, one only needs to calculate the new EWP,
W (kr ). The EWP is easily obtained from the SFA, taking only
seconds. The electron–ion scattering cross sections depend
only on kr . They can be calculated using scattering theories
and computer codes developed over the past few decades. The
relative accuracy of these theoretical methods has been mostly
well understood. To deal with the experimental uncertainty in
the laser parameters used, one can adjust the laser intensities
in the calculation to find best agreement with measurements.

QRS has another far-reaching consequence for strong-
field rescattering physics. Since the role of lasers and electron–
ion scattering phenomena are separable, one can extract field-
free electron–ion scattering information from laser-generated
spectra, and the results should be independent of the laser
pulses used. These electron–ion scattering cross sections are
not different from those obtained in conventional electron
scattering experiments. They can be used to reveal the
structure of the target. Thus, QRS provides a firm theoretical
foundation for imaging the structure of the target. Since laser
pulses of a few femtosecond durations are currently available,
in principle, laboratory intense laser pulses can be developed
into powerful tools for imaging time-dependent chemical or
biochemical reactions.

QRS is a theoretical model which has been around for
just about 2 years. In three extended publications we have
applied the theory to HATI spectra [35], HHG spectra [36]
and NSDI processes [37]. Examples from these published
works will be used in this review only to illustrate how QRS
is applied to these different problems. It is a theory that is still
under development. As QRS is generalized to more complex
systems, additional ingredients, especially those associated
with dynamic systems, need to be added.

The QRS theory is built upon the rescattering model that
was first developed in the 1990s. As shown in this review,
rescattering phenomena encompass a wide range of strong-
field physics. Clearly it is not possible to cite all the important
works from the last two decades. Readers who wish to follow
the developments of strong-field rescattering physics should
consult various review papers from the past decade. This
review is organized into different sections that can be read
independently. After the initial introduction of QRS, readers
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Figure 1. (a) Photoelectron energy distributions (in logarithmic
scale) calculated for H, Ar and Xe by solving the TDSE. The laser is
a 5 fs pulse, at the peak intensity of 1.0 × 1014 W cm−2 and
wavelength of 800 nm. (b) 2D momentum distributions.
Photoelectrons of a given energy are represented on a concentric
circle centred at the origin. The elastic scattering of a returning
electron with momentum kr in the laser field is represented by a
half-circle with its centre shifted from the origin by Ar = kr /1.26.
A0 is the peak value of the vector potential.

should be able to jump to sections where a specific rescattering
phenomenon is addressed.

2. Strong-field physics and quantitative rescattering
theory for atomic targets

2.1. The need of a quantitative theory for ATI and HHG
spectra

Strong-field physics deals with phenomena where the strength
of the laser field is comparable to the electric field in an atom or
molecule. In principle this creates a rather complex interplay
on the electrons in the system. Fortunately many phenomena
can be understood qualitatively based on simple pictures. In
some cases, classical models can often capture the essence of
the phenomena, but for quantitatively correct results quantum
calculations are needed.

Consider exposing a hydrogen atom, an Ar and a Xe atom,
to an 800 nm Ti-sapphire laser pulse with a peak intensity of
1014 W cm−2 and a pulse duration of 5 fs. Experimentalists
can measure above-threshold ionization (ATI) photoelectron
spectra [38] or HHG spectra [39]. Theoretically one can
calculate ATI and HHG spectra by solving the TDSE [40–
43] using the single active electron approximation, as has
been done since the 1990s. Figure 1(a) shows the calculated
ATI electron spectra for the three targets. In the figure, three

specific energies of 2, 4 and 10Up are marked. For all three,
the electron spectra display the characteristic fast exponential
drop-off at low energies till about 2Up. Then the drop-off
slows down between 4Up and 10Up before the fast drop-off
picks up again beyond 10Up.

A qualitative understanding of these general features
based on classical physics has been available since the early
1990s. Based on the tunnelling picture, electrons are released
from the atom initially with near-zero velocity. They are then
accelerated in the laser field and acquire a momentum given
by the vector potential at the time of tunnelling ionization.
These direct electrons can reach a maximum kinetic energy of
2Up. The plateau electrons (those electrons from about 4Up to
10Up) are due to the backscattering of the returning electrons
by the target ion. According to such a model, the 2Up and
10Up cutoffs depend only on the peak intensity of the laser
field, not on the target.

A closer look at the spectra of figures 1(a) reveals that
the HATI spectra are only approximately described by such
a simple model. In particular, the 2Up and 10Up cutoffs are
not clearly noticeable. For the plateau electrons, the plateau is
much flatter in Xe than in Ar and H. Since the same laser pulse
was used for the three targets, the difference in the spectra
must be due to the nature of the target. In other words, HATI
spectra indeed depend on the target, but in what ways? Can one
incorporate the target structure into the rescattering model?

2.2. Theoretical tools for HATI and HHG

2.2.1. Atoms in a laser field—TDSE and SFA. To obtain
HATI photoelectron and HHG spectra, in principle one can
perform the brute force numerical solution of the many-body
TDSE. In reality, both HATI and HHG processes are initiated
by returning electrons which form only a tiny fraction of
the full electronic wavefunction; thus, it is very difficult to
achieve good accuracy based on purely numerical methods.
By limiting ourselves to one-electron model atoms in a short
linearly polarized laser field, however, accurate numerical
solutions of the TDSE can be achieved without too much
effort using our own code [42], or similar codes developed by
others. To model one-electron atoms, a spherically symmetric
model potential V (r) is adopted [41, 44]. The model potential
is chosen such that it generates the energies of the ground
state and of the first few excited states accurately. By treating
these spectra as ‘experimental results’ where the property of
the laser and the ‘structure’ of the atom are fully known,
we examine whether one can establish a quantitative theory
based on the rescattering concept. We comment that in real
experiments, the laser beam is focused and electron spectra are
collected from a volume of smoothly varying peak intensities
[45]. Such experimental data are inconvenient for the purpose
of establishing a new theoretical model.

In the past two decades, the interaction of lasers with
atoms has also been treated approximately using the SFA.
For clarity, we define the first-order SFA describing the direct
electrons as SFA1:

f1(k) = −i
∫ ∞

−∞
dt〈χk(t)|Hi(t)|�0(t)〉. (1)
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Here �0 is the initial state, Hi is the laser–electron interaction
and χk is the Volkov state. To describe rescattering, a second-
order SFA (SFA2) [29, 30, 32] is needed. For SFA2, the
scattering amplitude can be written as

f2(k) = −
∫ ∞

−∞
dt

∫ ∞

t

dt ′
∫

dp
〈
χk(t

′) |V | χp(t
′)
〉

× 〈
χp(t) |Hi(t)|�0(t)

〉
. (2)

Here, the electron is first ionized at time t and rescattered at
time t ′. The potential V is the electron–ion interaction, i.e.
the model potential chosen. Integration over the momentum
is carried out using the saddle-point approximation.

A similar SFA2 equation can also be written down for the
induced dipole moment by the laser field, for atoms in [27]
and for molecules in [46–48]. A length gauge was used in our
SFA2 model, but the velocity form has also been used in other
applications. Details of these standard numerical methods can
be found in [35, 36].

2.2.2. Elastic electron–ion collisions and photo-recom-
bination processes. Within the one-electron model, field-
free elastic electron–ion collisions and photo-recombination
processes can also be calculated ‘exactly’ by solving the time-
independent Schrödinger equation. The former is the same as
the typical potential scattering treated in all graduate quantum
mechanics textbooks [49]. Since the model potential V (r) for
a neutral atom has the Coulomb form at large distance r, it is
convenient to express V (r) = VS(r) − 1/r , where VS(r) is a
short-range potential. The elastic scattering amplitude is then
expressed as

f (θ) = fc(θ) +f̂ (θ), (3)

where fc is the analytical Coulomb scattering amplitude, and
the scattering amplitude f̂ from the short-range potential is
calculated using a partial wave expansion. The detailed
expressions are given in [35]. Note that the modulus square of
fc gives the familiar Rutherford scattering cross section which
decreases smoothly with increasing scattering angles and with
increasing scattering energies. The f̂ is from the short-range
potential VS(r); thus, only a few partial waves are needed for
convergence. This term, together with the interference with
fc, contributes to the oscillatory structure in the DCS. These
structures are understood as the diffraction of electrons by the
target ion. No oscillatory structure is present if the electron
is approximated by a plane wave or by a Coulomb wave for
atomic targets.

Calculation of photoionization cross sections has also
been treated in standard textbooks. As an example, for Ar and
Xe, the valence orbital has angular momentum � = 1; thus the
continuum electron after photoionization has � = 0 and 2. For
HHG, there are minor changes in the relevant dipole matrix
elements. The initial state is a continuum electron incident
along the direction of laser polarization. The specific dipole
matrix element for Ar, for example, is given by Le et al [36]:

〈�i |z|�+
k 〉 = 1√

3πk

[
ei(σ0+δ0)〈R31|r|RE0〉/2

− ei(σ2+δ2)〈R31|r|RE2〉
]
. (4)

It depends on the radial wavefunction R31 for the 3p orbital,
and RE� for the continuum electron, the Coulomb phase shift
σ and the phase shifts due to the core potential δ, for partial
waves � = 0 and 2. The radial integrals are real numbers but
the phases make the dipole matrix element a complex number
in general. If plane waves are used to represent the continuum
electron, the phases are zero and the dipole matrix element
becomes a real number or a pure imaginary number. Details
of the calculations of dipole matrix elements can be found in
[36].

2.3. Quantitative rescattering theory for HATI electrons

2.3.1. Characterization of the returning electron wave packet.
Using the TDSE one can obtain accurate momentum spectra
of HATI electrons, D(k, θ), where k is the momentum of
the photoelectron and θ is measured with respect to the
polarization axis. According to the rescattering model, these
high-energy photoelectrons are the result of elastic scattering
of the returning electrons by the target ion. Let the kinetic
momentum of the electron be kr , and the angle of scattering
with respect to the ‘incident’ (towards the target ion) direction
be θr . From the given model potential, the DCS, σ(kr , θr ), can
be calculated. Since the elastic collision occurs in the laser
field, the photoelectron momentum along the direction of the
laser polarization will gain an additional momentum as it exits
from the laser field. Thus

kz = k cos θ = −Ar ∓ kr cos θr , (5)
ky = k sin θ = kr sin θr

(see figure 1(b)). Here z is the direction parallel to
the polarization axis of the laser, and y is perpendicular
to it. For atomic targets, the electron momentum spectra
have cylindrical symmetry. Along the polarization axis,
the additional momentum gain is −A(tr) = −Ar , where
tr is the instant of electron recollision. For electrons
returning with the maximum kinetic energy of 3.2Up, at
the time of recollision, the vector potential is maximum,
i.e. A0. The relation between kr and A(tr) is given by
kr = 1.26A0. For electrons returning with less kinetic energy,
according to the classical model, each may take two distinct
paths, corresponding to the long and the short trajectories,
respectively. But at the time of return, they have an identical
value of Ar . For simplicity, we set the relation between kr and
Ar by kr = 1.26Ar . Note that the approximation kr = 1.26Ar

implies that the model works better for energies closer to the
high-energy part of the plateau region. We assess the degree
of accuracy of this approximation by comparing the QRS with
accurate numerical results from TDSE.

Figure 1(b) shows a typical 2D electron momentum
spectra calculated from solving the TDSE. From the two
equations in (5), there is a one-to-one relation between (k, θ)

and (kr , θr ). Equations (5) can be solved for θ and k in terms
of θr and kr ,

tan θ = sin θr

±(1/1.26 − cos θr)
, (6)

k2 = k2
r (1.63 − 1.59 cos θr), (7)
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Figure 2. Right-side wave packets extracted from the electron momentum distributions calculated using the TDSE and SFA2, for single
ionization of Ar in a 5 fs laser pulse with the wavelength of 800 nm. Left column: from the TDSE (top) and SFA2 (bottom), at an intensity
of 1.0 × 1014 W cm−2; right column: same, but at 2.0 × 1014 W cm−2.

where the + and − sign refers to electrons scattered to the +
side or the − side of the z-axis, respectively.

Following the rescattering picture, we define a ratio

W(kr, θr) = D(k, θ)/σ (kr , θr ). (8)

In figure 2 we show the W(kr, θr ) for two sets of laser pulses
with different peak intensities. Note that the range of kr

is limited to the region close to the cutoff, and the θr is
limited to large angles to ensure that there is no contribution
from direct ionization by the laser. Along the upper row
they were obtained using the ‘exact’ TDSE and DCS, while
along the lower row they were obtained from SFA2, with
the DCS calculated using the first-Born (B1) approximation,
respectively. Recall that in SFA2 and B1, the continuum
electron wavefunction is approximated by a plane wave.
Figure 2 shows two important features. First, for a given
kr , W(kr, θr ) is nearly independent of θr . This allows us to
rewrite W(kr, θr ) = W(kr). For simplicity, we call W(kr)

the returning electron wave packet. Similarly, a wave packet
WSFA(kr) can also be obtained from the SFA2 model. Second,
the W(kr) obtained from SFA2 has the same kr dependence
as the one from solving the TDSE. Put these two features
together, we suggest that one can use WSFA(kr) for W(kr),
thus bypassing the need to solve the TDSE. We thus proposed
the QRS theory for the HATI spectra where D(k, θ) is obtained
from

D(k, θ) = W(kr)σ (kr , θr ), (9)

where W(kr) is the WSFA(kr) calculated from SFA2. This
equation has the form of the standard scattering theory. For
each kr , the ‘incident’ electron is scattered into an angle θr .
This is precisely the last step of a typical rescattering process,
but now there is a mathematical expression describing how
the calculations can be carried out, as shown in equation (9).
As the scattered electron leaves the laser field, it gains an
additional momentum −Ar along the polarization direction,

as depicted in equations (5). Note that W(kr) in fact should be
understood as the incident returning electron flux integrated
over the laser pulse duration. It is called a wave packet for
simplicity in connection with the classical rescattering picture.
W(kr) includes the wave packet interference from rescattering
at different times.

The concept of a wave packet that can be calculated is the
essential ingredient of the QRS theory. We thus examine
it further. In figures 3(a) and (b) we compare the wave
packets at three scattering angles, for θr = 160◦, 170◦ and
180◦, obtained from solving the TDSE for Ar, for a five-cycle
and an eight-cycle pulse, respectively. The electric field and
vector potential of each pulse are shown in figures 3(c) and (d),
respectively. The wave packets, more precisely the envelopes,
are clearly independent of the angles θr , thus confirming the
general validity of W(kr, θr ) = W(kr). In figures 3(e)–(h),
we compare the left- and right-side wave packets for three
targets, H, Ar and Xe, for an eight-cycle pulse, obtained from
the TDSE and from SFA2. From such a comparison, one can
generally expect that the wave packets obtained from SFA2
will introduce a shift of about 2–3% for different targets. The
errors are due to the neglect of electron–target ion interaction
during the propagation of the wave packet. Forgoing these
differences, to the first order, the wave packet can be regarded
as being independent of the target.

The fact that the wave packets, W(kr), derived from SFA2
and from the TDSE are nearly identical may at first appear
to be surprising. However, with hindsight this is not difficult
to understand. The electron first tunnels out at the outer edge
of the atom. Then it drifts out under the electric field of the
laser. During this propagation process, the electron spends
most of the time away from the target ion. Thus, its motion is
controlled to a large extent by the laser field, but not much by
the potential from the ion core. Since SFA2 includes the dom-
inant electron–laser field interaction exactly, the wave packet
derived from SFA2 is quite close to the one from the TDSE.

To see how the DCS for different targets differ from each
other, in figure 4 we compare the DCS for electron collisions

6



J. Phys. B: At. Mol. Opt. Phys. 43 (2010) 122001 Topical Review

-1

-0.5

 0

 0.5

 1

-2.5 -2 -1.5 -1 -0.5  0  0.5  1  1.5  2  2.5

E(t)
A(t)(c)

-1

-0.5

 0

 0.5

 1

-4 -3 -2 -1  0  1  2  3  4

Time (cycle)

(d)

10
-9

10
-8

10
-7

10
-6

 0.8  1  1.2  1.4

W
a

v
e

 p
a

c
k
e

ts
 (

a
rb

. 
u

n
it
s
)

(a)

10
-8

10
-7

10
-6

10
-5

 0.8  1  1.2  1.4

kr/A0

160 deg
170 deg
180 deg

(b)

10
-8

10
-6

10
-4

10
-2

W
a
v
e
 p

a
c
k
e
ts

 (
a
rb

.u
n
it
s
)

TDSE

(e)

TDSE

Xe
H

Ar

(f)

10
-9

10
-7

10
-5

10
-3

 0.8  1  1.2  1.4

kr/A0

SFA

(g)

 0.8  1  1.2  1.4

kr/A0

SFA

(h)

Figure 3. (a) Right-side wave packets (kz > 0) extracted from the TDSE for single ionization of Ar in a five-cycle pulse with the wavelength
of 800 nm at the intensity of 1.0 × 1014 W cm−2 at θr = 160◦, 170◦ and 180◦, respectively; (b) same as (a) but for an eight-cycle pulse;
(c), (d) electric field and vector potential used in (a), (b), respectively. The peak values of both E(t) and A(t) are normalized to 1. (e)
Left-side wave packets (kz < 0) extracted from the TDSE for single ionization of H, Ar and Xe in an eight-cycle pulse at the peak intensity of
1.0 × 1014 W cm−2 with the wavelength of 800 nm, respectively; (f) same as (e) but for the right-side (kz > 0); (g) same as (e) but from
SFA2; (h) same as (f) but from SFA2.

with Ar+, Kr+ and Xe+ ions with electron momentum from 0.8
to 1.2 au. We note that the DCS of Xe exhibits much more
pronounced diffraction peaks in this energy region than the
other two atoms. In particular, the DCS for Xe at larger kr has
a large peak near the scattering angle of 180◦. This behaviour,
after integrated over the scattering angles, explains why the
HATI electron energy spectra of Xe is much flatter than in the
case of Ar, as shown in figure 1(a). For more examples, see
[34, 50].

2.3.2. Extracting the DCS from HATI spectra. An important
consequence of the QRS model, according to equation (9),

is that one can extract the DCS, σ(kr , θr ), for a fixed kr ,
from the HATI momentum spectra, and the results should be
independent of the laser used—that is, independent of laser’s
intensity, pulse duration and wavelength. How accurate is
this model? In figure 5, we illustrate the DCS extracted from
the HATI spectra calculated by solving the TDSE for two
laser intensities. The extracted DCS from the HATI spectra
indeed agree well with each other and with the DCS directly
calculated from electron–Ar+ collisions. We comment that
in QRS, the absolute yield is not given. Thus, the extracted
DCS must be normalized. In this example, we noticed that
the DCS extracted from the higher laser intensity spectra
has a larger discrepancy. This is due to the approximation
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kr = 1.26Ar used in QRS which was established only for
Ar = A0.

2.3.3. Comparison with experimental HATI spectra. Up
to this point, the HATI spectra were obtained from a laser
pulse with fixed peak intensity. Experimentally the intensity
distribution of a focused laser beam is not uniform in space.
The HATI electrons are collected from the focal volume. Thus,
to compare with experimental data, theoretical calculations
must include the volume effect. For a laser pulse with peak
intensity I0 at the focal point, the total photoelectron yield is

written as

S(k, I0) = ρ

∫ I0

0
DI(k, θ)

(
∂V

∂I

)
dI, (10)

where ρ is the density of the atoms, and dV/dI is the
isointensity shell. Its explicit expression is given in [35] if the
spatial distribution is Lorentzian in the propagation direction
and Gaussian in the transverse direction. If DI(k, θ) is
calculated using QRS, then the DCS, which does not depend
on the laser peak intensity, can be factored out of the integral,
and equation (10) becomes

S(k, I0) = W̄I0(kr)σ (kr , θr ), (11)

where we have defined a volume-integrated wave packet for
the whole focused laser pulse. Equation (11) implies that one
can express the experimental HATI spectra in the form of
a volume-integrated wave packet W̄ multiplied by the DCS.
As shown below, equation (11) makes it possible to extract the
DCS directly from experimental HATI spectra. Since the wave
packet at a given kr enters as an overall multiplicative factor,
the DCS can be obtained from experimental HATI spectra
without knowing the nature of the laser pulse used.

2.4. Separability of lasers and targets in the HATI spectra

The significance of equations (9) and (11) should not be
overlooked by their simplicity. They have far-reaching
consequences. Its validity is essential for retrieving the
structure of the target from the HATI momentum spectra.
Structure retrieval is an inverse scattering problem and if
the scattering theory is not correct and simple, the structure
information cannot be conveniently retrieved.

2.4.1. Extracting the DCS from experimental HATI spectra.
Equation (11) shows that, for a fixed kr , the relative DCS
can be directly obtained from the momentum spectra of the
HATI electrons. Recall that (k, θ) and (kr , θr ) are related by
equations (6). Thus to obtain the relative DCS, see figure 1(b),
one just has to read off the HATI yields along kr = constant.
According to QRS, the normalized DCS thus obtained should
be independent of the lasers used. Figure 6 shows an example
where the DCS were extracted from the experimental HATI
spectra [51] for Xe+ and for Ar+. For each target, four sets
of DCS were extracted from four HATI spectra using lasers
of different carrier-envelope phases (CEPs) (see section 2.5
below). It is clear that the four sets of DCS extracted from the
experiments are quite close to each other. When compared to
the DCS calculated theoretically, the agreement is quite good.
The theoretical DCS has a sharper minimum since the angular
resolution of the experiment has not been included. Additional
examples can be found in [52, 53].

2.4.2. Species dependence and laser wavelength dependence
of HATI spectra. Using QRS, the wave packet only depends
on the laser’s properties. Thus, the target dependence of the
HATI spectra is entirely due to the DCS of the target in the
energy region of the returning wave packet. In figure 7(a),
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the total electron energy spectra for Xe, Ar and Kr calculated
from solving the TDSE are shown. The laser used has a wave-
length of 800 nm and a peak intensity of 1.0 × 1014 W cm−2.
Figure 7(b) shows that the wave packets from the three targets
are quite similar after being renormalized. Using the wave
packet from Ar and QRS to calculate the electron spectra for
all three targets, we obtained the total electron energy spectra.
The results are shown in figure 7(a) for each atom after the
spectra are normalized at a single electron energy. They are
shown to be in good agreement with those from solving the
TDSE. These results illustrate that the HATI spectra are en-
tirely determined by the DCS if different targets are exposed
to identical laser pulses.

One can also use the QRS model to explain the
experimental wavelength dependence of the HATI spectra
for a fixed peak intensity. In [54], HATI spectra for a
peak intensity of 0.8 × 1014 W cm−2, for lasers with a
wavelength of 800, 1300, 2000 and 3600 nm, respectively,
have been reported. To compare with experimental results,
as shown in [35], SFA2 calculations were carried out and

volume-integrated wave packets were obtained. Since
the returning electron momentum is proportional to the
wavelength, longer wavelength lasers generate electrons with
higher momenta. The volume-integrated wave packets, for
the long pulses used in the experiment, are quite flat till near
the cutoff at 3.2Up. In figure 8, the DCS of Ar, σ(kr , θr ),
for the respective returning energy region are shown. It is
interesting to note that the DCS for kr between 1.9 and 2.5
au, the typical momentum range for the 2000 nm laser at this
intensity behave very similar to the DCSs for Xe with kr in
the region between 0.8 and 1.2 au for an 800 nm laser at an
intensity of about 1.0×1014 W cm−2 (see figure 4(c)), namely
the DCS is quite large at large angles close to 180◦. Thus for
2000 nm, the electron energy spectra is expected to be quite
flat, similar to the Xe curve in figure 7(a). In figure 9, the
total electron spectra calculated from QRS are compared to
the experimental data of [54]. Very good agreement can be
observed and the 2000 nm data indeed show a very flat plateau.

From these examples, one can conclude that the HATI
momentum spectra or photoelectron energy spectra in the
rescattering energy region of 4–10Up are solely determined
by the DCS of the field-free electron–target ion collisions.
More examples can be found in [50].

2.5. Carrier envelope phase and retrieval of laser parameters
of few-cycle pulses

2.5.1. Left/right asymmetry of HATI electrons by few-
cycle laser pulses. According to the rescattering model,
the returning electrons will visit the target ion from the
left or the right side of the polarization axis in each half-
cycle. For long pulses the HATI spectra on the two sides
are identical. This is not the case for few-cycle pulses.
For these pulses, the electric field can be written in general
in the form of E(t) = E0(t) cos(ωt + φ), where E0(t) is
the amplitude, φ is the CEP and ω is the central angular
frequency. Recent advance in laser technology has made
it possible to ‘stabilize’ the CEP of a few-cycle pulse, and
a number of experiments have shown left/right asymmetry
along the polarization axis of the emission of photoelectrons
[55–57], of the ion momentum distributions in nonsequential
double ionization of atoms [58], as well as asymmetry in the
dissociative ionization of molecules [59–63]. CEP-stabilized
laser pulses are also essential for the generation of attosecond
pulses [64–66]. While experimentally the relative CEP can be
controlled, the determination of the absolute value of the CEP
relies on theoretical simulations [55, 58, 67–69].

Several techniques have been proposed to determine the
absolute CEP of few-cycle pulses, but most of them are based
on analysing the left/right asymmetry of the HATI spectra. To
retrieve the CEP by comparing theoretical calculations with
experimental HATI spectra, theoretical calculations must be
carried out over many intensities to include all the electrons
from the focal volume. Since the asymmetry also depends on
pulse duration and peak intensity of the laser, and they are not
known accurately, this makes the determination of CEP even
more complicated. To generate HATI spectra by solving the
TDSE needed for the CEP determination is thus not practical
due to the large number of calculations to be performed.
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According to QRS, all the properties of the laser pulses
in the HATI spectra are ‘contained’ in the wave packet
W(kr), or more precisely, in the volume-integrated wave
packet, W̄ (kr). If HATI spectra were measured from atomic
targets such as Xe, where the DCS are well known, then
from the experimental HATI spectra, the volume-integrated
wave packet on the left, WL(kr), and the one on the right,
WR(kr), from each measurement can be obtained. Using
QRS, for each peak intensity I0 at the laser focus, pulse
duration τ and CEP, the left and right wave packets can
be readily calculated. Since the wave packets in QRS are
obtained from SFA2, such calculations are many thousands
of times faster than from solving the TDSE. Thus QRS
provides a much more efficient method for the retrieval of laser
parameters.

2.5.2. CEP retrieval using left/right HATI electron momentum
spectra. Consider a five-cycle laser pulse at a peak intensity
of 1.0×1014 W cm−2 and central wavelength of 800 nm, with a
CEP of 0 and π/2, respectively. Their electric fields and vector
potentials are shown in figures 10(a) and (c) and their electron
wave packets extracted from SFA2 are shown in figures 10(b)
and (d), respectively. In figures 10(a) and (c), the peaks of the
electric field on the left (right) are labelled by an L (R) and
the peaks of the vector potential on the left (right) are marked
by an A (B). These symbols are also used in figures 10(b) and
(d). Recall that the vector potential determines the momentum
of the returning electron and the electric field determines the
tunnelling ionization rate. From the captions in these figures,
one can clearly see how the peak positions of the left/right
wave packets shift as the CEP is varied. By focusing on the
outer portion of each wave packet, in figures 11(a) and (b) we
observe the smooth variation of the left and right wave packets
as the CEP is varied. Using QRS, as shown in figures 11(c) and
(d), we predict that the electron spectra (after integrating over a
cone of 10◦ along the polarization axis) also shift progressively
with the increase of the CEP.

To compare with experimental data, the theoretical
electron spectra must be integrated over the focal volume. The
electron spectra are then compared to experimental data. To
achieve best overall agreement, the peak intensity and pulse
duration in the theoretical calculations have to be varied as
well. In the method used in [69], the peak positions of the
electron spectra are identified visually by comparing with data
from [51]. The method also relies on the assumption that
the relative CEP in each successive step in the measurement
is fixed. In [69], a peak intensity of 1.1 × 1014 W cm−2 and
pulse duration of 6.7 fs were retrieved. These parameters differ
somewhat from the values of 1.0 × 1014 W cm−2 and 6.0 fs
claimed in [51].

2.5.3. CEP and laser parameter retrieval for single-shot laser
pulses. The CEP retrieval method described in section 2.5.2

10



J. Phys. B: At. Mol. Opt. Phys. 43 (2010) 122001 Topical Review

(a) (b)

(c) (d)

Figure 10. Temporal evolutions of electric fields and vector potentials for five-cycle laser pulses at the peak intensity of 1.0×1014 W cm−2,
with the wavelength of 800 nm and carrier-envelope phases of φ = 0 (a) and φ = π /2 (c). Electron wave packets extracted from SFA2 for the
left and right sides for φ = 0 (b) and φ = π /2 (d). In (b), (d) the vertical arrows indicate the expected peak electron momenta when the
electrons return at the corresponding peak vector potentials shown by identical labels in (a), (c). The horizontal arrows indicate the relative
tunnel ionization rates when electrons are ionized near the peak electric fields shown by identical labels in (a), (c).

(a) (b)

(c) (d)

Figure 11. Electron wave packets extracted from the left (a) and right (b) sides for a laser pulse with a peak intensity of 1.0×1014 W cm−2,
pulse duration of five cycles, mean wavelength of 800 nm and different carrier-envelope phases. The arrows indicate the expected peak
momenta from the peak vector potentials of the half-cycles responsible for the wave packet for the different absolute phases. (c), (d)
Corresponding high-energy photoelectron spectra determined by means of the QRS model for xenon atoms. The spectra are calculated by
integrating over a cone of 10◦ along the laser polarization axis.

works, but the method is limited and still rather tedious. First,
it relies on locating the peak or the cutoff position of the HATI
spectra on the left and on the right visually. Second, only
one energy point was used from the whole spectrum on each
side. It is preferable to use the whole electron spectra for

the CEP retrieval and to automate the method. The need to
automate the retrieval method becomes even more urgent since
Wittmann et al [70] have demonstrated that it is possible to
obtain shot-to-shot HATI electron spectra. In typical few-cycle
pulses, if the CEP was not stabilized, then each shot will have a
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Figure 12. (a) Typical single-shot left- (solid line) and right-side (dashed line) electron energy spectra along the polarization axis.
(b) Energy moment of left-side spectra from experimental measurements (dots) compared with theoretical calculations at peak intensities of
1.2 (dash-dotted line), 1.3 (broken line) and 1.4 × 1014 W cm−2 (solid line) with a pulse duration of 4.5 fs; (c) same as (b) but for theoretical
calculations at the peak intensity of 1.4 × 1014 W cm−2 and pulse durations of 5.0 (dash-dotted line), 4.7 (broken line) and 4.5 fs (solid line),
respectively; (d) energy moment of right-side spectra from experimental measurements. The experimental data are from [70].

different CEP. Thus the CEP of each shot must be determined
independently. In [70], 4500 shots were recorded. Clearly the
CEP for each of these shots has to be determined using a well-
tested algorithm. This was achieved recently in [68] based on
the QRS model. The method is robust and the laser pulses
can be characterized in real time. By CEP-tagging each single
laser shot, this opens up the opportunity of studying waveform-
dependent processes with non-phase-stabilized pulses at any
laser intensities and wavelengths.

The method used in [68] is to divide the HATI spectra
along the polarization axis (or integrated over a small
angular region about the axis) over a certain energy region.
Figure 12(a) illustrates the left and right electron spectra of a
typical single-shot measurement using Xe as the target. The
spectral region chosen typically is for energies above about
5Up, and three energy points E1, E2 and E3 are selected. From
such energy spectra, a left and a right wave packet can be
obtained. One then defines an energy moment M for each
wave packet (left or right):

M =
∫ kr3

kr1

(
k2
r /2

)
W(kr) dkr∫ kr3

kr1
W(kr) dkr

. (12)

Using the 4500 shots from [70], 4500 values of M’s from the
left-side wave packets are obtained. These calculated values
are displayed in figure 12(b) where the horizontal axes are
divided into 90 bins and each bin takes the values of M’s
per 50 shots. This is simply a way to distribute the M’s
and the value on the horizontal axis has no meaning. From
figure 12(b), the mean values of M, or M̄ ′, from the 4500 shots
were calculated to be 16.46 eV. In figure 12(b), three curves
of M values obtained from QRS for three intensities of 1.2,
1.3 and 1.4 × 1014 W cm−2 are shown. The average M̄ for
the three intensities are found to be 15.64, 16.05 and 16.46 eV,
respectively. We have checked that the averaged M̄ does not

depend on the pulse duration used. By comparing with the
values extracted from the experimental data, we determined
that the peak intensity used in the experiment was 1.4 ×
1014 W cm−2. In figure 12(c), three curves of M for lasers with
the peak intensity of 1.4 × 1014 W cm−2 and pulse durations
of 4.5, 4.7 and 5.0 fs are shown, respectively. The best fit
to the experimental vertical width is used to obtain the pulse
duration of 4.6 fs. Note that all 4500 shots were analysed but
only the left wave packets were used. In principle, exactly the
same information should be obtained from the right-side wave
packets if the left and right detectors are identical. This is not
the case since similar M’s obtained from the right detector,
as shown in figure 12(d), have lower moment values and the
vertical width is smaller. Using the data from figure 12(d) a
peak intensity of 1.33 × 1014 W cm−2 and pulse duration of
4.8 fs are obtained. These results are independent of the E1

and E3, or kr1 and kr3, used in equation (12).
After the peak intensity and pulse duration are determined,

the CEP of each shot can be obtained following the method
used in [70]. By choosing an intermediate energy E2, the total
electron yields YL (YR) between E1 and E2 registered on the
left (right) detectors are calculated. Define the asymmetry
by A1 = (YL − YR)/(YL + YR). A similar A2 is defined for
electron yields between E2 and E3. By plotting the values
(A1, A2) parametrically, Wittmann et al found these points
form a ring with the shape of a ‘potato’, as shown in figure 13.
Comparing with theoretical parametric plots calculated using a
peak intensity of 1.4×1014 W cm−2, and pulse durations of 4.5,
4.7 and 5.0 fs, respectively, it was found that a pulse duration
of 4.6 fs gives the best overall fit. Note that the theoretical
parametric plot is an ellipse. The experimental ‘potato’ shape
is due to the different detector efficiency on the left and on the
right. Based on such a comparison, the CEP for each laser
shot can be read directly off from figure 13, by drawing a line
from the centre of the ellipse to the experimental point. The
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with theory. The experimental points are calculated from the data of
[70]. The peak intensity used in the theoretical simulations is
1.4 × 1014 W cm−2. The energy range used is (E1, E2, E3) = (37.9,
57.5, 64.8) eV, and pulse durations used in theoretical simulations
are 4.5 (broken line), 4.7 (solid line) and 5.0 fs (dash-dotted line),
respectively. The CEP of each of the three shots from [70] can be
read from such a parametric plot directly.

CEP of each laser shot is then obtained from the theoretical
CEP value at the intersection of this line with the ellipse.

Thanks to QRS, the retrieval of laser parameters is very
fast and the method can be programmed. By tagging the
CEP of each single shot, CEP-dependent measurements can
be carried out without phase stabilization, thus opening up
opportunities of performing CEP-dependent measurements for
lasers that still cannot be stabilized. The new method of phase
retrieval used in [68] also reveals that the phase of the present-
day ‘phase-stabilized’ laser pulse is ‘stable’ only up to 25◦

or so. Using single-shot data, Chen et al [68] were able
to determine the CEP accurate to within 4 or 5◦, based on
the results obtained by changing values of E1, E2 and E3 in
the analysis. The method also provides a way to determine
the peak laser intensity, pulse duration and CEP at the point
where the laser interacts with the gas.

2.6. Nonsequential double ionization

Nonsequential double ionization (NSDI) is one of the most
interesting rescattering phenomena in strong-field interactions
of lasers with many-electron atoms and molecules. In NSDI,
there are two mechanisms for the removal of the second
electron by the returning electron. One is through electron-
impact ionization, i.e. the (e, 2e) process, and the other
is electron-impact excitation followed by laser tunnelling
ionization. So far, QRS has been applied to study total NSDI
yields of Ar versus laser intensity by Micheau et al [37], and
more recently, the momentum correlation between the two
outgoing electrons by Chen et al [71]. This topic has received
a great deal of theoretical and experimental interest in the past
years. References to earlier works can be found in [71] and
[37].

2.6.1. Total double-ionization yields. To use QRS for
calculating the total NSDI yield for a given laser peak intensity,
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Figure 14. Volume-integrated electron wave packets extracted from
photoelectron spectra on the ‘right’ side, for atomic argon singly
ionized by a five-cycle laser pulse with a mean wavelength of
800 nm, for CEP equal to zero, and different peak intensities (with
I0 = 1.0 × 1014 W cm−2). The total electron-impact ionization and
excitation cross sections from the ground state of Ar+ are also
presented.

one first obtains the returning electron wave packet W(E),
either from theory or from the experimental HATI momentum
spectra. One also needs electron-impact ionization cross
sections and electron-impact excitation cross sections for
each returning electron energy. For impact ionization, the
semi-empirical expression of Lotz [72] is often used. For the
Ar target the Lotz formula has been shown to be in good
agreement with experimental measurements. For excitation
cross sections, some empirical expressions must be derived.
The details are given in [37].

According to the QRS model, the total NSDI yield is
calculated from

σ ++ =
∫

dEr [WL(Er) + WR(Er)]σ(Er), (13)

where WL(Er) and WR(Er) are the volume-integrated wave
packets extracted from the left and right sides of the HATI
spectra, and σ(Er) is the sum of electron-impact excitation
cross sections and total electron-impact ionization cross
section for incident energy Er . The lower limits of the
integrations are the excitation thresholds of each excited state
or the ionization threshold. For Ar+, if another electron is
excited, say from 3p to 3d and all other higher excited states,
the excited electron will be ionized subsequently by the laser.
Thus all of these excited states contribute to the NSDI signal.
In figure 14, total excitation cross sections and ionization
cross section versus Er , as well as the volume-integrated wave
packets at different intensities, are shown. At low intensity,
1.0 × 1014 W cm−2 (= I0), there is no NSDI since the cutoff
energy of the wave packet is barely above the lowest excitation
threshold. At 1.4 I0, NSDI would originate almost entirely
from the excitation processes. At even higher intensities,
the contribution from impact ionization increases. However,
since impact excitation cross sections for Ar+ are much larger
than impact ionization, contributions to NSDI come mostly
from the excitation processes. In figure 15, the calculated
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Figure 15. Non-sequential double ionization yield for argon atoms
as a function of the peak intensity for a linearly polarized laser pulse
with the mean wavelength of 800 nm. The red crosses are
experimental results from [73] for a 30 fs pulse duration. The blue
stars are from calculations when depletion effects and collisional
ionization and excitation processes are considered. The results when
depletion effects are omitted are shown as green circles, and the
contribution when only direct ionization is included is represented
by black squares.

NSDI yields versus the peak laser intensity are shown. The
experimental data [73] and the calculations from QRS agree
quite well when they are normalized to each other at one
intensity. In the figure, we also see that impact ionization
accounts only about 10% of the total NSDI yield. The figure
demonstrates that at high intensities, one needs to account
for the depletion effect where single ionization probability
has reached 100%. This example illustrates that QRS can be
used to explain NSDI yields by combining the returning wave
packets with electron-impact ionization and electron-impact
excitation cross sections in the field-free condition.

2.6.2. Electron momentum correlation between the two
ejected electrons. Besides the total double ionization yields
versus peak laser intensities, NSDI has also been investigated
experimentally by measuring the ion momentum distributions
in the direction of laser polarization, or, more precisely,
by measuring the correlated momentum distributions of
the two ejected electrons along the polarization axis. Such
measurements have been reported in [74, 75]. In a recent
paper, Chen et al [71] have applied the QRS model to
this problem. For this purpose, triply differential cross
sections from field-free electron-impact ionizations (often
called the (e, 2e) process) must be calculated. Since these
collisions occur in the laser field, equations (5) should be
applied to the momentum of each electron as it exits from
the laser field. The details are not given here. We only
point out that the correlated electron spectra measured by
Staudte et al [74] (figure 16(d)) can be explained only if
the electron–electron interaction is included explicitly when
calculating the momentum distributions of the two outgoing
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Figure 16. Momentum spectra of the two outgoing electrons in the
nonsequential double ionization of He in an intense laser field with
the wavelength of 800 nm and peak intensity of 4.5 × 1014 W cm−2

at the laser focus. Shown are the momentum components along the
polarization axis for each electron and only the first quadrant is
displayed. The spectra in the third quadrant are obtained through an
inversion with respect to the origin. The experimental data from
[74] are shown in (d) except that contributions from excitation
followed by ionization by lasers have been removed, as explained in
[71]. The finger-like feature in the experimental data is shown to
result from the electron–electron repulsion between the two
outgoing electrons. (a) shows that the finger-like structure does not
appear if the Coulomb repulsion between the two continuum
electrons is not included. (b), (c) demonstrated that the finger-like
feature appears when electron–electron interaction is included in the
final-state wavefunction. See the text.

electrons in the (e, 2e) process. In [71], this conclusion
is drawn by considering wavefunctions of the two outgoing
electrons with varying degrees of approximation. Assuming
that the final state wavefunction of the two electrons are
represented by an antisymmetrized product of two Coulomb
wavefunctions (the P-CC model), the predicted momentum
correlation spectra are shown in figure 16(a). This result does
not look like the experimental data shown in figure 16(d). If
the final state wavefunction is expressed as the product of
three Coulomb functions (the P-CCC model)—one Coulomb
function for each electron due to electron–nucleus interaction
and another Coulomb wavefunction for the electron–electron
interaction—then the predicted momentum correlation, as
shown in figure 16(b), does reproduce the finger-like structure
observed in the experiment. In figure 16(c), the result obtained
from the DS3C model is shown. In DS3C, dynamic screening
(DS) between each pair of charges (3C) has also been included.
The DS3C model only modifies the calculated spectra slightly
and is also in good agreement with experimental data. Based
on these results one can draw the conclusion that the Coulomb
repulsion between the two outgoing electrons is essential
for the appearance of the finger-like structure observed by
Staudte et al [74]. To fully explain the whole correlation
spectra between the two electrons, contributions from the
indirect processes, i.e. electron-impact excitation followed by
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tunnelling ionization from the excited states, should also be
included. As shown in [76], the electron momentum spectra
from the indirect processes cover the lower momentum region
and thus do not affect the finger-like structure discussed in
figure 16.

Not all the NSDI processes require the full treatment
of electron–electron interaction. For example, the recoil-ion
momentum spectral distribution in NSDI is mostly determined
by the returning wave packets. Thus the ion momentum
spectra of Ar2+ have been used to determine the carrier-
envelope phase of few-cycle pulses, see [58].

2.7. Quantitative rescattering theory for HHG

2.7.1. High-order harmonic generation and photo-
recombination. According to the rescattering model, HHG
occurs when the returning electrons photo-recombine with the
parent ions, with the emission of high-energy photons. Photo-
recombination is the time-reversed process of photoionization.
With the success of the QRS model for HATI and NSDI, one
may anticipate a relation similar to equation (9) for HHG.
Thus, within the QRS model, the complex laser-induced dipole
is written as

|D(ω)| eiφ(ω) = |W(E)| eiη(E)|d(ω)| eiδ(ω), (14)

where φ and η are the phases of the harmonic and the returning
electron wave packet W(E), respectively, and d and δ are the
amplitude and phase of the photo-recombination transition
dipole. The electron energy E is related to the emitted photon
energy by E = ω − Ip, with Ip being the ionization potential
of the target. Note that for convenience we denote the wave
packet amplitude as W , whereas it was denoted as |W |1/2

in equation (9) for HATI, up to a phase factor. (Complex
scattering amplitude can also be calculated for HATI electrons,
but so far there are no experimental measurements which probe
its phases.)

To check the validity of the QRS ansatz in equation (14),
in [77] HHG spectra from Ne and from a scaled hydrogen
atom were calculated by solving numerically the TDSE in the
same laser pulse. The Ne target again is treated within a single
active electron model and the charge of the scaled hydrogen
was chosen such that its 1s binding energy is the same as the
2p binding energy of Ne. Such a choice ensures that the HHG
cutoffs from the two targets are identical. Photoionization
amplitudes for Ne and for scaled H are also calculated. From
equation (14), a wave packet (i.e. the square of the amplitude)
for each target can be obtained. The two wave packets are
compared in figure 17. It is clear that they are essentially
identical over a range of photoelectron energies (up to an
overall normalization factor, reflecting the difference in the
ionization rates for the two targets). In figure 17, the wave
packet from the SFA (or Lewenstein model) is also quite close
to the ones from solving the TDSE (after it is normalized at
the cutoff at 67 eV). Note that in the SFA, the transition dipole
is calculated using plane-wave approximation. These results
illustrate that the wave packets obtained through equation
(14) are independent of the targets (note that H and Ne have
different orbital symmetry) and to a good approximation, the
wave packet can be obtained from the SFA.
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Figure 17. Comparison of the returning electron wave packet
extracted from equation (14), obtained by solving the TDSE and
from the SFA for Ne, and from solving the TDSE for a scaled atomic
hydrogen. The three results are normalized near the cutoff at 67 eV.

2.7.2. Extracting photoionization cross sections and phases
of transition dipole matrix elements from HHG. For the
purpose of testing the accuracy of QRS, we will assume that
the magnitude and phase of the transition dipole for scaled
hydrogen atom are known exactly. If the HHG of Ar and of
the scaled H are calculated from the TDSE under the same
laser pulse, then the magnitude and the phase of the transition
dipole for Ar can be extracted by comparing the HHG spectra
of the two targets using equation (14). Furthermore, the results
should be independent of laser intensity or wavelength. This
has been carefully checked in [77, 34] and the results for Ar
and Xe are shown in figure 18. For the magnitude, photo-
recombination differential cross sections are shown. The
symbols correspond to the data extracted from the calculated
HHG spectra using different wavelengths or intensities. It
is noted that for photon energies between 30 and 80 eV, the
photo-recombination cross section for Ar is rather smooth with
a minimum near 45 eV. The minimum is called a Cooper
minimum [78] and its position is sensitive to the model
potential used. For Xe in the same photon energy range,
the photo-recombination cross section drops monotonically by
more than a factor of 50. Note that near the Cooper minimum
the phase of the transition dipole moment changes rapidly,
see figure 18(c). Overall, the extracted cross sections and
phases agree very well with the results obtained directly from
photoionization calculations.

A few general remarks: to extract the photo-recombi-
nation cross section and phase of the transition dipole from
the intensity and the phase of HHG, we typically perform a
coherent average of the laser-induced dipole moments over
±5% of the laser peak intensity. This is approximately
equivalent to including the macroscopic propagation effect and
removes the contribution from long trajectories [79]. Also
note that the QRS model is more accurate near the cutoff;
thus, to retrieve results such as those shown in figure 18 over
a broad range of energy, it is preferable to use different laser
intensities and wavelengths so that for each measurement only
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Figure 18. Extracted photo-recombination differential cross sections and phases from the HHG spectra as compared with the ones obtained
directly from photoionization calculations for Ar and Xe. The phase relative to the scaled hydrogen are shown (I0 = 1014 W cm−2). The
parameters of the lasers used are indicated in the figure.

the harmonics that are relatively close to the cutoff are used.
This is especially true for the phase retrieval, see, for example,
figures 18(c) and (d).

2.7.3. Macroscopic propagation of HHG spectra. Experi-
mental HHG spectra are the result of dipole radiation emitted
from all the atoms within the interaction volume. The
radiation from these atomic dipoles is generated coherently as
it propagates in the medium. To compare with experimental
HHG spectra, macroscopic propagation effects should be
included in the theoretical simulation. The general theory of
macroscopic propagation of HHG has been reviewed recently
by Gaarde, Tate and Schafer [80]. In [81] the effect of HHG
propagation in the low laser intensity and dilute gas limit was
examined. Under such conditions, it was shown that the
‘macroscopic’ QRS model is still valid, similar to equation
(11) for the volume-integrated HATI spectra. In figure 19,
the extracted ‘macroscopic’ wave packets for scaled H and
Ar targets under the same laser conditions are shown. For
figures 19(a)–(c), the Ar jet was placed at 2, 2 and 1.5 mm
after the focus and laser intensities are 1.5, 1.25 and 1.5×1014

W cm−2, respectively. By changing the gas jet position with
respect to the focus of the laser, different macroscopic wave
packets are obtained, but the resulting wave packets are nearly
independent of the targets. A similar check has been made for

the phase of the HHG, see [81] (especially figure 4). We thus
draw the conclusion that one can extract the magnitude and
phase of the transition dipole from experimental HHG spectra
under favourable conditions.

The effect of macroscopic propagation on HHG is a very
important topic for the generation of XUV and soft x-ray
light pulses [82–84], as well as in attosecond pulse generation
[80]. Most of the simulations are based on atomic dipoles
calculated using the SFA. In view of the limitation of the
SFA, such simulations cannot be compared quantitatively with
experimental observations. In the future, the atomic dipoles
should be calculated using the QRS model and fed into the
propagation equation. We note that the dependence of HHG
yields on the gas pressure and focusing conditions has been
reported recently [85].

Before leaving this topic, we comment that there has
been much interest (and confusion in the literature) in the
position of Cooper minimum in the HHG spectra of Ar
recently. According to QRS, the position of the Cooper
minimum for HHG in Ar should not vary with laser intensity,
nor with laser wavelength. This prediction is consistent with
the experimental results of [86] where the position was found
to be independent of the laser intensity. More recently, HHG
measurements carried out using different wavelengths also
showed that the Cooper minimum stays at the same position,
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Figure 19. Macroscopic electron wave packets extracted from the
macroscopic HHG spectra from Ar and scaled hydrogen for a gas jet
located at 2, 2 and 1.5 mm after the focus and laser intensities of 1.5,
1.25 and 1.5 × 1014 W cm−2, respectively. The figures illustrate that
the macroscopic wave packets are independent of the target, but
change with the focusing condition of the laser.

at about 51 eV [87]. We stress that in HHG, the position
of the Cooper minimum has to do with the minimum in the
differential dipole transition amplitude (at zero degree with
respect to the polarization direction). This position can differ
slightly from the position observed in photoionization of Ar
[88] where it refers to the minimum in the total cross section.
Additional complications occur in HHG since the propagation
effect can change the relative strength of different harmonics
[85]. Theoretically, to predict accurately the position of the
Cooper minimum the dipole transition matrix element should
be calculated using the many-electron model, not the single-
electron models that have been used so far for HHG of Ar.
In addition, the transition dipole matrix element is a complex
number. Near the Cooper minimum the phase jump is not π

in general; see, e.g., figure 18(c). A π phase jump occurs only
when the continuum wavefunction is approximated by a plane
wave, such as in the SFA.

2.8. Formal derivation of QRS for model atomic systems

We have presented a theoretical analysis and numerical
evidence that support QRS for HATI, NSDI and HHG

processes in atomic targets. Conceptually, QRS can be thought
of as a quantum version of the rescattering theory [11, 12],
or an extension of the three-step model used by Itatani et
al [19] which was based on the SFA. Following the initial
work of Morishita et al [34] several attempts have been made
to analytically derive the factorization formula of QRS, see
equations (9) and (14).

Based on the time-dependent effective range theory
together with the Floquet theory, Frolov et al [89, 90] showed
that for monochromatic lasers, in the tunnelling regime the
HHG and HATI spectra can be factorized as a product of three
terms, namely the ionization part, the propagation part and the
photo-recombination cross section or elastic scattering cross
section, respectively. The first two terms give the returning
electron wave packet. Within the effective range theory an
active electron in the atom is assumed to be bound by a short-
range potential. Thus, it is the derivation of the factorization
used by Itatani et al [19]. We emphasize that there is no formal
derivation so far of the factorization formula of QRS for real
atomic systems which should include a long-range Coulomb
potential.

In [91], Cerkic et al also presented a derivation of the
factorization formula for the BRR, i.e. electrons returning with
maximum kinetic energy of 3Up, and showed that the cross
sections in the first-order Born approximation can be factored
out. Their theory is based on a heuristic extension of the
quantum orbit theory in order to account for the interaction of
the returning electron with the parent ion.

Another derivation of the factorization formula has been
reported recently by Tolstikhin et al for a 1D zero-range
potential model [92]. This theory is an asymptotic expansion
in terms of the adiabatic parameter, defined as the ratio of
the atomic time scale with respect to the laser period. It was
shown that exact laser-free scattering of the target atom can be
factored out from the HATI spectra in the adiabatic limit.

Among all of these analytical derivations, the oscillating
structure of the spectra is described by the Airy function [89–
92]. The Airy function comes from the interference between
the wave packet of the long and short trajectories in the
semiclassical treatment of the rescattering process. Thus, the
validity of the factorization is related to the adiabaticity, or
the tunnelling ionization mechanism, in the interaction of an
infrared laser pulse with atoms and molecules. The latter of
course is the basis of the rescattering model, i.e. the starting
point of the QRS theory. On the other hand, the region
of validity of the QRS model seems to be broader than the
underlying assumptions used in these analytical theories.

3. Strong-field rescattering physics for molecular
targets

3.1. QRS model for HHG from aligned molecules

In this section we extend the QRS model to molecular targets.
Unlike atomic targets, where within the single active electron
approximation one can always use solutions of the TDSE to test
the model, there is no such luxury with molecular targets. Few
realistic TDSE calculations have been attempted for molecular
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Figure 20. (a) and (b) Comparison of the HHG spectra of molecular ion H+
2 from the TDSE, QRS and SFA at the alignment angle θ = 0◦

and 30◦, respectively. (c) and (d) Alignment dependence of some selected harmonics from the QRS and the TDSE, respectively.

targets except for HHG from H+
2 ions [93–95]. In [96] it was

shown that HHG spectra obtained from QRS are in agreement
with these TDSE results. Fortunately, for molecules there
are quite a few HHG experiments [97–102] from aligned
molecules. To use QRS for the HHG of molecules, the
major new ingredients needed are the tunnelling ionization
rates and the transition dipole moment for aligned molecules.
The latter are the same matrix elements that have been
routinely calculated in molecular photoionization. Advanced
computational methods developed over the last three decades
can be used for this purpose. For the alignment dependence
of tunnelling ionization rates, the MO-ADK theory of Tong et
al [103, 104] is used.

3.1.1. Testing QRS for HHG from H+
2 against TDSE results.

In the last few years, HHG spectra by infrared laser pulses
from H+

2 fixed in space have been calculated by solving the
full-dimensional TDSE equations in [93–95]. These results
offer a chance for us to test the prediction of QRS for the HHG
spectra on the simplest molecular target [96].

There are two ways to calculate HHG from a fixed H+
2 ion

(meaning that the two nuclei are kept frozen in space) using
QRS [77]. One is to calculate the wave packet from SFA for
H+

2 directly. In [77] this is called SW-SFA where SW implies
that the recombination transition dipole is calculated using

the exact scattering wavefunction, such as that used in the
calculation of photoionization cross section of fixed-in-space
H+

2. The other way is to use a scaled hydrogen which has the
same ionization energy as the vertical ionization energy of H+

2
at the equilibrium distance. To account for the dependence of
tunnelling ionization rates on the alignment angle—the angle
θ between the molecular axis and the laser polarization axis—
we use the MO-ADK theory.

The HHG spectra calculated using QRS are compared to
those from the SFA and from the TDSE for alignment angles
of 0◦ and 30◦ in figures 20(a) and (b), respectively. The
results are normalized at the cutoff harmonic. Note that there
is general agreement between the two QRS results with the
TDSE results, except that the TDSE results are less smooth
versus alignment angles and harmonic orders—perhaps a
consequence of numerical instability. The predictions from
the SFA generally are adequate near the cutoff (where it is
normalized to the TDSE), but deviate significantly from the
correct results for harmonics farther away from the cutoff
region. In figures 20(c) and (d) the harmonic yields versus
alignment angle are shown, by comparing the QRS (the SW-
SFA model) results with the predictions from the TDSE. The
general trend appears to be quite similar, except that the
TDSE results show less smooth variation with the change of
alignment angle.
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Based on such comparisons, we conclude that the QRS
model works well for the H+

2 molecular ion. The next tests will
have to be directed at HHG spectra from aligned molecules that
have been investigated experimentally. According to QRS,
we would need photo-recombination transition dipole matrix
elements which can be obtained from photoionization codes.

3.1.2. Photoionization transition dipole moments from fixed-
in-space molecules. Photoionization of molecules has been
studied theoretically and experimentally for over more than
four decades [105, 106]. The differential photoionization cross
section can be expressed in the general form [107]:

d2σ I

d�kd�n
= 4π2ωk

c
|dk,n(ω)|2, (15)

where ω = k2/2 + Ip is the photon energy, k the momentum
of the ejected photoelectron and n the direction of photon
polarization.

The main task in photoionization theory is the calculation
of the transition dipole matrix element

dk,n(ω) = 〈�i |r · n|�−
f,k〉, (16)

where �i is the initial bound state and �−
f,k is the final

continuum state. Within a single-channel approximation, the
final state can be written as

�
(−)
f,k = A

[
�φ

(−)
k

]
, (17)

where � is the correlated electron wavefunction of the parent
ion, φ

(−)
k is the wavefunction of the continuum electron

and A is the antisymmetrization operator. The continuum
wavefunction is expanded in terms of partial waves as

φ
(−)
k (r) =

(
2

π

)1/2 lp∑
l=0

l∑
m=−l

ilφ(−)
klm(r)Y ∗

lm(�k̂), (18)

where an infinite sum over the partial waves l has been
truncated at l = lp. The transition dipole can then be
conveniently expanded in terms of spherical harmonics as

dk,n(ω) =
(

4π

3

)1/2 ∑
lmμ

dlmμY ∗
lm(�k)Y

∗
1μ(�n), (19)

where the partial wave matrix elements are given by

dlmμ(ω) = 〈�i |rμ|φ−
klm〉, (20)

with

rμ =
{∓(x ± iy)/21/2 μ = ±1,

z μ = 0.
(21)

To simplify the angular integration, a single-centre
expansion approach is used in our calculations to evaluate
all required matrix elements

F(
r) =
lmax∑
l=0

l∑
m=−l

flm(r)Ylm(θ, φ), (22)

where the origin is taken at the centre of mass of the molecule
and we typically choose lmax = 85. In our calculations the
initial bound state �i is obtained from the MOLPRO [24]
within the valence complete-active-space self-consistent field
(CASSCF) method. The target part � of the final state
is given by a valence complete-active-space configuration
interaction wavefunction using the same orbitals that are
used in the initial state. The continuum wavefunction is
calculated by using the iterative Schwinger variational method
[107]. For harmonic emission with polarization along the laser
polarization direction, only the differential cross sections for
k ‖ n are needed.

Calculation of photoionization transition dipole matrix
elements with different degrees of accuracy is a specialized
subject in its own right. While many popular quantum
chemistry packages are available for obtaining ground state
wavefunctions of molecules, the calculation of continuum
wavefunctions can only be done by collaborating with experts
in the field. A short summary of the calculation of dipole
matrix elements for linear molecules has been given in [36],
but the details are outside the scope of this review. Note that
transition dipole matrix elements are complex numbers; thus,
they are characterized by their magnitude and phase. The latter
will be reflected in the phase of the HHG.

3.1.3. HHG from aligned molecules. In general, gaseous
molecules are randomly oriented in space. When a molecule
is placed in a short laser pulse of moderate intensity, a
rotational wave packet is generated. After the pulse is over, the
rotational wave packet will rephase at intervals characteristic
of rotational periods [108]. During these rotational revivals,
the angular distributions of the molecules are preferentially
aligned or anti-aligned with respect to the pump laser’s
polarization axis. Using lasers to align molecules is an active
area of research. For linear molecules the degrees of alignment
can be calculated using a rigid rotor model. The alignment can
also be determined using the Coulomb explosion technique
with an intense circularly polarized light. The calculated or
measured time-dependent angular distribution of these aligned
molecules is expressed as ρ(χ, t) where χ is the angle between
the molecular axis and the laser polarization axis of the pump
beam. If the laser parameters and temperature of the gas are
known, then ρ(χ, t) can be calculated, see the review [108] or
section II.F of [36].

To generate high-order harmonics from aligned
molecules, experimentalists use a more intense short probe
pulse which is applied to the gas at different delay times when
the molecules are preferentially aligned or anti-aligned, or at
a fixed delay time but changing the direction of the probe
laser polarization with respect to the pump laser polarization.
In recent years, many such measurements have been reported
from a number of laboratories. These measurements reported
HHG yields versus the alignment angles or time delays. More
recently, the phases and polarizations of the harmonics have
also been reported. For more details on the measurements,
readers are referred to the experimental publications [20, 100–
102]. In this review, we will focus on CO2 and N2 targets as
these two species have been examined in many experiments.
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We will mostly compare calculations based on the QRS model
with these measurements.

In applying QRS to HHG from fixed-in-space molecules
where the molecular axis makes an angle θ with respect to the
probe laser’s polarization axis, the induced dipole D(ω, θ) can
be expressed as

D(ω, θ) = W(E, θ)d(ω, θ), (23)

or more explicitly

|D(ω, θ)| eiϕ(ω,θ) = |W(E, θ)| eiη(ω)|d(ω, θ)| eiδ(ω,θ). (24)

Here d(ω, θ) is the photo-recombination transition dipole, ω

the photon energy of the emitted harmonic, E the energy of
the returning electrons, with E + Ip = ω, where Ip is the
ionization potential of the target, and |W(E, θ)|2 gives the
‘flux’ of the returning electrons. In equation (24), the phase ϕ

of the harmonics is the sum of the phase of the wave packet
η and the phase of the PR transition dipole δ. The HHG
signal is proportional to |D(ω, θ)|2. As in the case of atomic
targets, the wave packet W(E, θ) can be calculated using
the Lewenstein model for each molecular alignment angle θ .
Alternatively, since the flux of the returning electrons depends
on the tunnelling ionization rate, which in turn depends on the
alignment angle, we can write

|W(E, θ)|2 = N(θ) × |W̃ (E)|2, (25)

where N(θ) is proportional to the θ -dependence of the
ionization rate. We obtain N(θ) either from the MO-ADK
theory or from the molecular SFA1. Strictly speaking, N(θ)

is related to the ionization probability for electron emission
along the laser polarization direction [36]. By using equation
(25) the wave packet can also be obtained from the Lewenstein
model or from numerical solution of the TDSE for a reference
atom chosen such that it has the same ionization potential as
the molecule. We have found that the two approaches give
quite comparable results [21, 36]. Recombination transition
dipole is calculated using the Schwinger variational method
developed by Lucchese and collaborators [107, 109–111], as
described in the previous subsection.

To compare with experiments, induced dipoles from
fixed-in-space molecules are coherently convoluted over the
alignment distribution of the molecules. If the pump and
probe lasers have polarizations along the same direction, the
total induced dipole is calculated from

D̄(ω, t) = 2π

∫ π

0
D(ω, θ)ρ(θ, t) sin θ dθ, (26)

If the two polarizations are not parallel, then a more
complicated calculation must be carried out, see section II.F
of [36].

3.1.4. HHG spectra from aligned CO2—QRS and experiments.
High-order harmonics from aligned molecules have been
investigated since 2005. In particular, HHG from CO2

molecules have been investigated by many experimental
groups. Besides the QRS theory, HHG from CO2 has also
been studied theoretically in [113–115], which will be covered
in a separate subsection below. We also mention that earlier

calculations using the standard SFA theory [48, 116, 117]
agree only qualitatively with experimental measurements.

Below we walk through the steps involved in using the
QRS theory for the calculation of HHG spectra from CO2

molecules, following equation (24). We will then compare
the predictions with experimental results. A more detailed
explanation can be found in [36].

1. Dependence of tunnelling ionization rates on the
alignment angles. As shown in [118] the molecular
structure parameters needed in the MO-ADK theory for
calculating tunnelling ionization rates of CO2 originally
given in [103, 116] were not very accurate. Using the new
parameters obtained in [118], the new MO-ADK rates
for ionization from the HOMO are in good agreement
with calculations based on the time-dependent density
functional theory (TDDFT) [119] and with those obtained
from solving the TDSE where the many-electron problem
has been reduced to an effective one-electron model
problem [120]. However, while all of these theoretical
calculations are in good agreement with each other, they
are in disagreement with the experimental N(θ) reported
in [121]. On the other hand, at lower laser intensities
all of these theoretical calculations for N(θ) are in better
agreement (see [118]) with the experimental data reported
in [122].
In [113–115], it was argued that HOMO-1 and HOMO-
2 orbitals also contribute to the HHG spectra of CO2.
We thus also obtained molecular structure factors for
these orbitals [104] to obtain the MO-ADK rates. In
figure 21(a), these rates are compared with the most
recently reported rates from [123], by normalizing the
peak HOMO rate between the two theories. There is a very
close agreement between the two theories for the HOMO.
For HOMO-1 and HOMO-2, the alignment dependence
from the two theories are very similar, but the rates from
[123] for the inner orbitals are a few times larger. A
similar comparison is made in figure 21(b) between the
MO-ADK rates and the rates used in [113, 114]. Their
alignment dependence for each orbital is not quite the
same as in the MO-ADK theory. Still, the discrepancy
between the theories and the experimental data of [121]
is more substantial at this time.

2. Calculation of the recolliding electron wave packet
W(E, θ). As discussed in section 3.1.3, there are two
ways to obtain the wave packets. One can use the SFA
(or Lewenstein model) or one can solve the TDSE for a
reference atom. Since Kr has nearly the same ionization
potential as CO2, it can be conveniently used as a reference
atom. At low intensities (∼1014 W cm−2), these two
methods gave nearly the same results. At higher laser
intensities, the SFA is used to extract W(E, θ) so that the
alignment dependence of the ground state depletion can
be taken into account. The depletion is included in the
standard manner as in [27], and its extension to molecular
targets as in [48]. In [36, 124], the ionization rate from
the molecular SFA (normalized to the MO-ADK result at
1014 W cm−2) was used to account for the depletion since
the alignment dependent rate from the ‘old’ MO-ADK
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(a)

(b)

Figure 21. Ionization rates of HOMO, HOMO-1 and HOMO-2 of CO2 at laser intensity of 1.5 × 1014 W cm−2. The solid lines are from the
MO-ADK and the dashed lines are from [123] (a) and from [113] (b).

[103, 116] was known to be inaccurate. As shown by
Zhao et al [104], the alignment dependence of the newly
determined MO-ADK rate agrees well with the prediction
of molecular SFA.

3. Calculations of complex photo-recombination dipole ma-
trix elements. Since photo-recombination and photoion-
ization processes use the same dipole matrix element,
we adopted established molecular photoionization theory
and computer codes to generate the complex transition
dipole d(ω, θ). In practical applications, equation (16)
is calculated with an accurate initial state wavefunction
obtained from the MOLPRO code [24] within the valence
CASSCF method. We use a single-channel approxima-
tion for the final state, where the target part is given by
a valence complete-active-space configuration interaction
wavefunction using the same orbitals that are used in the
initial state. The continuum wavefunction of the pho-
toelectron is expressed in terms of partial waves with
up to lp = 11. To simplify the angular integration a
single-centre expansion is used to evaluate all required
matrix elements. The centre of expansion is taken to
be the centre of mass of CO2 and spherical harmonics
up to lmax = 85 are used. This photoionization pack-
age has been well tested for photoionization of molecules
[107, 109].

4. Comparison with experimental data. In figure 22(a) we
show the calculated differential photoionization cross sec-
tions (PICS) of CO2 for fixed-in-space molecules. The
molecules make an angle θ with respect to the polarization
axis of the IR laser, and the photoelectron is ejected along
the polarization axis of the laser (the direction of the recol-
liding electron). The phases of the transition dipole matrix
elements, equation (16), are given in figure 22(b). These
cross sections and phases correspond to the parallel polar-
ization components of the harmonics, which in general are
expected to be dominant when compared to the perpen-
dicular polarization. In figure 22(a), the PICS at θ = 0◦

and 90◦ vanish due to the symmetry since the HOMO is
a πg orbital. We also note that the PICS has a minimum
between 30◦ and 50◦ for the harmonics shown. These min-
ima can be understood as the interference [112] from the

two atomic emitters. In general, the position of the mini-
mum cannot be predicted by such a model. Near the min-
ima of the PICS, the phase of the transition dipole under-
goes rapid change, see figure 22(b), for θ between 30◦ and
50◦. Since the ‘wave packet’ is a smooth function of the
harmonic order for ‘long’ pulses used in most of the exper-
iments, the structure of HHG from molecules is governed
by N(θ), shown in figure 21, and the transition dipoles and
phases shown in figures 22(a) and (b). For comparison
with experimental data, an average over the angular dis-
tributions of the aligned molecules is carried out. Figure
22(c) shows the effect of such an angular integration.

Here we will not address earlier experimental results [97,
98, 126, 127] even though they have generated a great deal
of interest in this topic. Without going into the details, we
summarize how the predictions of the QRS compared to recent
experiments from different groups: (a) the intensities of the
harmonic yields versus the alignment angles of the molecules,
from [128], see figures 23(a) and (b); (b) the phases of the
harmonics (with respect to Kr) for parallel and perpendicular
alignment angles from [102], see figure 22(d); (c) the time
evolution of the harmonic intensities and phases versus the
time delay between the pump and probe pulses, from [101],
see figures 23(c)–(f). For more detailed discussions on these
results, refer to the figure captions and [36, 124]. Clearly
the QRS predictions are largely in good agreement with these
measured results.

3.1.5. Multiple orbital effects on the HHG spectra of N2.
In a recent experiment McFarland et al [129] reported the
HHG spectra from N2 where the alignment of the molecules is
perpendicular to the driving laser polarization. They observed
a peak in the HHG yield at the rotational half-revival and the
harmonic order, where the peak appears, depends on the laser
intensity. They interpreted the emergence of this maximum
at the higher orders (instead of the minimum for the lower
orders) as the signature of the HHG contribution from the
HOMO-1. This interpretation was confirmed quantitatively
using the QRS model by Le et al [130]. In figures 24(a) and
(b) the tunnelling ionization rates from the HOMO, HOMO-1
and HOMO-2 orbitals of N2 are calculated using the MO-
ADK model for two laser intensities. In figures 24(c) and (d)
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Figure 22. (a) and (b) Differential photoionization cross sections and the phase of the transition dipoles for CO2 at few selected energies
and alignment angles, respectively. (c) Harmonic yields as a function of the pump-probe angle. Convolution with the angular distributions
of the molecules has been included. (d) Harmonic phase (relative to that from Kr) from parallel and perpendicular setups. The solid (or
dashed) lines corresponds to the case of higher (or lower) degree of alignment. (e) and (f) Harmonic amplitudes from QRS and [128],
respectively, versus the pump-probe angles. The experimental data have been renormalized to the Ar data under the same laser field.

we show the differential photoionization cross sections from
the HOMO and the HOMO-1 versus alignment angles and
photon energies. According to QRS, the HHG yield is
proportional to the product of tunnelling ionization rate and
the photoionization cross sections. From figures 24(a) and
(b) clearly the HOMO-1 can become important for alignment

angles near 90◦, in part because the photoionization cross
section from the HOMO-1 near 90◦ is a few times larger than
from the HOMO. As laser intensity increases, the relative
ionization rate from the HOMO-1 increases, as compared
to the HOMO, thus further favouring the contribution from
the HOMO-1. The HOMO-1 contribution is even more
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Figure 23. (a) and (b) Polar plot of harmonic yields for CO2 from QRS and the experiments by Mairesse et al [128], respectively. The polar
angle corresponds to the angle between the pump and probe polarizations. (d)–(f) Harmonic signal versus time delay near 3/4-revival for
few selected harmonics. The dashed lines correspond to the experimental measurements by Zhou et al [101]. The degree of alignment
〈cos2 θ〉 is also shown for reference (c).

pronounced near the HHG cutoff. Due to the different
ionization potential, the cutoff energy for HHG from the
HOMO-1 is 1.4 eV higher than from the HOMO. Putting
these three factors together and carrying out the coherent
convolution over the molecular alignment distribution at each
time delay, the predictions of the QRS theory are shown in
figures 24(e) and (f). Note that for the lower intensity shown
in figure 24(f), H35 is already beyond the cutoff for both
orbitals. The resulting HHG spectra are in good agreement
with the experimental measurements by McFarland et al [129],
shown in figure 24(g).

3.1.6. Polarization and ellipticity of HHG from aligned mole-
cules. For atoms or unaligned molecular targets, due to

the symmetry, only the parallel polarization components of
the harmonics are emitted. For aligned molecules, harmonic
components perpendicular to the driving laser polarization are
expected to be present in general [131]. Experimentally, HHG
polarization measurements were reported only very recently
[20, 128, 132, 133] for aligned N2, O2 and CO2. Their results
showed strong species dependence. In the measurements by
Zhou et al [134] strong ellipticity in harmonic emission was
found from strongly aligned N2.

Theoretically, it has been noted already in [20] that
simulation based on the SFA cannot quantitatively reproduce
the polarization measurements. Furthermore, the SFA does
not predict the ellipticity of the emitted harmonics. Within
QRS, the induced dipole in equation (23) can be generalized to
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Figure 24. (a) and (b) Ionization rates from HOMO, HOMO-1 and HOMO-2 at laser intensities of 1 × 1014 and 2 × 1014 W cm−2,
respectively. The data from HOMO-1 and HOMO-2 have been multiplied by a factor of 5 and 20, respectively. (c) and (d) Differential
photoionization cross sections from HOMO and HOMO-1, respectively, at some selected energies. (e) and (f) Theoretical HHG signals
versus delay time near half-revival at laser intensities of 2 × 1014 and 1.5 × 1014 W cm−2, respectively. (g) Experimental HHG signal versus
delay time from [129].

calculate each HHG component separately. More specifically,
the same returning electron wave packet can recombine with
the parent ion to emit photon with polarization parallel or
perpendicular to its motion, resulting in the two polarization
components of the emitted harmonics. For comparison with
experiments, induced dipoles D‖(ω, θ) and D⊥(ω, θ) from
fixed-in-space molecules are coherently convoluted with the
molecular alignment distribution [36, 131]. We note that
this alignment ‘phase-matching’ tends to favour more the
parallel component. These calculations within the QRS model
have been carried out recently [135]. The results show
strong species dependence of polarization states, in excellent
agreement with experiments reported in [20, 134].

3.1.7. Alternative approach for HHG from aligned molecules.
A similar scheme for calculating HHG from molecules has
been used in [113–115] by generalizing an earlier theory of
Ivanov et al [136]. This theory is also based on the rescattering
picture except that it is expressed in the time domain. The laser
induced dipole D(t) is approximated as

D(t, θ) ∝
∑
j,tb

aion,j [tb, θ ] aprop [t, tb, θ ]

〈
�NT (t, θ)|d̂|Â�jAj (t, θ)χC,j (t, k(t), θ)

〉
+ c.c. (27)

where contributions from multiple orbitals have been explicitly
included (each channel is labelled by j ). In this equation, the
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(a) (b)

(c) (d)

Figure 25. (a) and (b) measured harmonic signals from aligned CO2 at laser intensities of 1.1 × 1014 and 1.8 × 1014 W cm−2, respectively.
(c) and (d) calculated and measured harmonic signals at an alignment angle θ = 0◦, respectively. The laser intensities are given in the labels
(in units of 1014 W cm−2). Taken from [113].

first amplitude under the summation describes the tunnelling
ionization amplitude at time tb when the electron is born
into the continuum, and the second term is the amplitude
of propagation of this electron in the laser field from tb to
t, when the electron recombines with the parent ion, and the
last term is the transition dipole. The θ is the alignment angle
of the molecule with respect to the laser polarization direction.
Note that equation (27) is formally similar to QRS except in
the time domain. However, the details of the calculations are
different from QRS. In equation (27), the transition dipole
includes field effects. In contrast, the transition dipole in QRS
is independent of the laser field and is written in the energy
domain. Another important difference is that the continuum
electron wavefunction χC in equation (27) is calculated using
the strong-field eikonal Volkov approximation [137]. For the
details of this theory, the reader is referred to the supplementary
information of [113].

The theoretical results from the above theory have been
reported in [113, 114] for HHG from aligned CO2 molecules.
In [113] the theoretical harmonic yields at θ = 0◦ were
compared with experimental data at different laser intensities.
Their results are shown in figures 25(c) and (d). One
can see that the harmonic yield shows minimum at certain
harmonic order for each laser intensity. As the laser intensity
increases, the minimum shifts to higher harmonics. In [113],
contributions from the HOMO, HOMO-1 and HOMO-2 were
found to be of comparable importance. According to their
model, it is essential to take into account the ion dynamics
coherently during the time interval between ionization and
recombination. According to this theory, the HOMO alone
cannot reproduce the experimental data (see [114]).

In contrast, the QRS model predicts similar HHG spectra
(compare, for example, figures 22(c) and 23(a) with figures
25(a) and (b)), but with the contribution from the HOMO only.

We further comment that similar dynamics of the minimum
in HHG spectra as a function of laser intensity can also
be reproduced within the QRS. Here the contributions from
the HOMO-1 and HOMO-2 only slightly affect the precise
position of the minima. It is therefore highly desirable to
understand the nature of this discrepancy between the two
theories, probably by detailed comparisons between their
predictions as well as with available and future experiments on
other molecules. As the validity of the QRS model has been
tested against the ‘exact’ numerical solution of the TDSE for
atomic systems as well as for molecular ion H+

2, it is interesting
to see similar validity tests on equation (27), especially with
the eikonal approximation for the transition dipoles.

3.2. HATI spectra from aligned molecules

For atomic targets, in section 2.4.2, we showed that it is
possible to extract accurate elastic DCS at large angles from
the HATI spectra. One should be able to do the same
for molecular targets. Because of the multi-centre nature
of molecules, theoretical calculations of elastic DCS are
much more complicated. Experimentally, HATI spectra from
isotropically distributed N2 and O2 molecules have been
reported by Okunishi et al [138] and analysed by Busuladzic
et al [139] using molecular strong-field approximation (the
same as SFA2 defined in equation (2)). The HATI spectra
of isotropic CO2 have also been reported by Cornaggia [140]
where the electron–CO+

2 elastic DCS have been extracted at
incident electron energies of 15 eV and 30 eV. In [141] HATI
spectra from aligned N2 and O2 were reported. In the latter,
the electron momentum distributions were measured on a plane
perpendicular or parallel to the laser polarization axis.

To apply QRS to HATI spectra for molecular targets, one
needs elastic DCS for electron collisions with molecular ions
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that are fixed in space. While such computational tools are
available, as will be addressed below, they have not been
employed in actual calculations so far. We comment that the
molecular strong-field approximation used in [139] and the
two-centre interference model used in [141] are all based on
treating continuum electrons as plane waves. With such simple
models, the important structural properties of the target are left
out.

We comment that electron–molecule collisions are the
conventional tools for gas phase electron diffraction (GED)
[142] for the determination of molecular structure. In
section 4, we will discuss the potential of using HATI spectra
for probing the structure of a transient molecule.

3.2.1. Elastic differential scattering cross sections for
electron–molecular ion collisions. According to QRS, the
HATI spectra from a molecule M can be used to extract the
DCS at large scattering angles for e−+ M+ collisions. For
HATI spectra generated by a typical 800 nm laser, the energies
of the returning electrons are in the order of 15–40 eV for
peak laser intensity around 1014 W cm−2. Electron–molecule
collisions at low energies have many applications [143, 144]
and many experimental and theoretical studies have been
carried out in the past half a century. Computational packages
using the R-matrix method [145], the finite-element R-matrix
method [146, 147] and many others have been developed.
These codes in general are written for randomly oriented
molecules and are designed mostly for low-energy electrons.
To make these codes useful for HATI studies, they have to
be modified to electron collisions with aligned molecular ions
and to higher collision energies. Such efforts are beginning to
emerge, see [148]. Until such calculations become available
it is difficult to apply QRS to the experimental HATI spectra
reported so far [138, 140, 141].

3.2.2. Independent atom model for electron–molecule
collisions. In the present review, our interest is whether the
DCS obtained from HATI spectra can be used for the self-
imaging of the target molecule. For this purpose, it is desirable
that the theory for DCS be simple. In traditional GED, a
beam of electrons with energies from tens to hundreds of keVs
are aimed at randomly distributed molecules. The scattered
electrons are measured in the forward directions and the DCS
are calculated using the independent atom model (IAM) [149,
150]. In such cases, the radial distribution function of the
molecule can be obtained by taking the inverse sine transform
[142, 149, 151] of the scattering data. Here we examine
whether IAM can be applied to electron collisions at lower
energies, e.g. for energies near 100 eV. Such electrons have a
de Broglie wavelength on the order of 1 Å.

In IAM, a molecule is modelled as consisting of a
collection of individual atoms fixed at Ri . Let fi be the
complex scattering amplitude of the ith atom alone, the IAM
assumes that the total scattering amplitude for a molecule
fixed-in-space be expressed as

F(k, θ, ϕ;�L) =
∑

i

fi eiq·Ri , (28)

where �L is the angle between the molecular axis with respect
to the direction of the incident electron, and q = k − k0 is
the momentum transfer. The incident electron momentum k0

is taken to be along the z-axis. The scattering cross section is
then given by

Itot (θ, ϕ;�L) = IA +
∑
i �=j

fif
∗
j eiq·Rij , (29)

where Rij = Ri − Rj and IA = ∑
i |fi |2. Here IA is

the incoherent sum of scattering cross sections from all the
atoms in the molecule. The second term, IM , is the molecular
interference term. For electron scattering from a sample
of randomly distributed molecules, the above expression is
averaged over �L:

〈Itot〉(θ) = IA +
∑
i �=j

fif
∗
j

sin(qRij )

qRij

(30)

where q and Rij are the moduli of q and Rij , respectively.
It is interesting to note that the molecular interference term
does not vanish after the average, as pointed out by Fano and
Cohen in 1967 [152]. According to IAM, we can define the
molecular contrast factor (MCF) as

γ = 1

IA

∑
i �=j

fif
∗
j

sin(qRij )

qRij

. (31)

Next we consider the DCS extracted from the HATI
spectra. The ‘incident’ electrons are ‘generated’ through
tunnelling ionization. Thus, the ‘incident’ electron flux for
each orientation angle is weighted by the tunnelling ionization
rate N(�L) which can be calculated using the MO-ADK
theory. Thus the MCF for the DCS extracted from the HATI
spectra of randomly distributed molecules is given by

γ =
∑

i �=j fif
∗
j

∫
eiq·Rij N(�L) d�L( ∑

i |fi |2
)∫

N(�L) d�L

. (32)

For isotropically distributed molecules, the MCF, γ , depends
on the polar angle, θ , of the electrons only. If molecules
are not isotropically distributed, the angular distributions of
the molecules ρ(�L) should be included in the average. In
such a case, the DCS and γ will depend on both θ and ϕ

where the two spherical angles are defined with respect to the
polarization axis of the laser.

Can IAM be used for describing the elastic scattering
that generates the HATI electrons? The returning electron
energies are on the order of 3.2Up. If 800 nm infrared lasers
are used, the returning electron energy is about 35 eV if the
peak intensity is 2 × 1014 W cm−2. This is to be compared
to tens to hundreds of keV used in GED. However, using
mid-infrared (MIR) lasers of wavelength of say 1200 nm,
the returning electron energy easily can reach about 100 eV.
Can IAM work adequately at these energies? Since IAM
neglects molecular bonding, if it is to work, it will have to be
for hard collisions where electrons are backscattered to large
angles.

Experimentally the DCS from randomly distributed
molecules have been reported in earlier papers [153, 154].
In figures 26(a)–(d) we compare the measured DCS of CO2

versus the prediction of IAM for incident electron energies of
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Figure 26. Elastic scattering cross sections at large angles between
electrons and isotropically distributed CO2 molecules. The
experimental data [153, 154] are compared to the theoretical
prediction of the independent atom model, showing poor agreement
at 20 eV, but general good agreement at higher collision energies.

20, 50, 100 and 200 eV, respectively. It is clear that IAM does
not work at 20 eV, but at above about 50 eV, the agreement
between IAM and experiment becomes quite good. In figures
26(c) and (d) we also plot the incoherent sum of the DCS from
the atoms, i.e. the IA term. It shows that the minimum in the
DCS is due to the minimum in the atomic DCS. Against the
smooth atomic DCS, the molecular interference, i.e. the small
oscillations in the total DCS against the smooth atomic DCS,
can be clearly seen. As the interatomic separations increase,
the oscillations will become more rapid.

There are no HATI spectra reported for molecular targets
using MIR lasers to allow us to test the predictions of the IAM
model yet. However, such experiments are being carried out
at a number of laboratories [155]. In the immediate future, it
would be desirable to measure HATI spectra for isotropically
distributed molecules, and also for aligned molecules—just
for molecules at equilibrium configurations, using MIR lasers.
These data would allow us to check the validity region of the
IAM model and to test how accurately the target structure can
be retrieved from HATI spectra using laboratory MIR lasers.

4. Time-resolved dynamic chemical imaging with
few-cycle infrared laser pulses

4.1. Introduction

Imaging, or the determination of the structure of an object, has
always occupied an essential role in physical, chemical and
biological sciences. For microscopic objects, x-ray diffraction
and electron diffraction are the established means for achieving
spatial resolution on the order of Ångstroms or less. These
methods have been around for nearly half a century. However,
they are not suitable for probing the structure of a dynamic
system that evolves faster than a few picoseconds or so.
Although ultrafast electron diffraction (UED) [156–158] and
free-electron x-ray lasers that are just now coming online have
the same goal of imaging dynamic systems, it is important

to investigate the potential of using small-scale laboratory
infrared or MIR lasers for dynamic imaging of molecules.
To develop such a method into practical tools, the theoretical
foundation for the structure retrieval has to be established first.

In conventional GED for gas phase molecules, the radial
distribution function of atoms in the molecules can be obtained
by taking the inverse sine transform of the electron diffraction
spectra from randomly distributed molecules [142, 149, 151].
This is similar to the x-ray diffraction method where the
structure is obtained from an inverse Fourier transform. The
retrieval, or the inverse scattering theory, for both methods
are very simple. In practice, in modern electron diffraction
of gaseous molecules [151], the structure retrieval is often
aided by incorporating calculated parameters as if they were
additional experimental data [159]. If molecules can be
aligned or oriented, clearly, not only the interatomic distances
can be determined but also the bond angles [160] in the
molecule. Gas phase molecules can be aligned either by
photodissociation with femtosecond laser pulses or by active
laser alignment techniques [108, 161–163]. Today, infrared
or MIR lasers with a pulse duration less than 10 fs are readily
available. If these lasers can also be used for spatial imaging,
then they can be developed into practical tools for dynamic
imaging of transient molecules. Since the last step of the
generation of HATI spectra is elastic scattering, similar to
the scattering of molecules by a laboratory-prepared electron
beam, we may look at whether it is possible to apply the
same idea used in GED for imaging molecules with laser-
induced returning electrons. In figure 26, we have shown that
beginning at 50–100 eV, the DCS at large scattering angles
are well described by the independent atom model. For a
dynamic system, the composition of atoms in a molecule is
already known. If the molecules undergo transformation and
the DCS are measured at different times, can one retrieve the
bond lengths and bond angles as the molecules evolve in time?
The retrieval algorithm is not the inverse sine transform or
Fourier transform as in GED or x-ray diffraction, respectively.
At this time we use a genetic algorithm for the retrieval which
has been tested for atomic targets already, as seen in the next
subsection. More advanced methods may be used in the future.

4.2. Retrieving atomic structure parameters from HATI
spectra of atoms

In section 2.4.1, we showed that accurate DCS can be
extracted from the HATI spectra of atoms generated by Ti-
sapphire lasers. If the DCS is available from experimental
measurement, can one identify which target atom it is from?
This question was addressed in [164] for rare gas atoms.
For this purpose, each atom is modelled by an electron in
a potential, parametrized in the form

V (r;a) = − (1 + a1 e−a2r + a3r e−a4r + a5 e−a6r )

r
. (33)

Such a simple potential is often used to describe an atom within
the single active electron approximation. The parameters are
chosen such that the potential generates correct energies of the
ground and the first few singly excited states of the atom. Note
that for an atom with nuclear charge z, the potential at small r
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is −Z/r . This imposes the condition 1+a1 +a3 +a5 = Z on the
parameters in equation (33). In using a genetic algorithm (GA)
to find these parameters, this condition will not be imposed.

For the retrieval, we ask that if the elastic DCS are
available experimentally at a few incident energies in the
angular range from 120◦ to 180◦, will we be able to use GA to
find the parameters ai for i = 1–6 in equation (33) such that
it allows us to find out from which atom the DCS came from?
In [164], the DCS were generated first from a given model
potential. By introducing a random error of ±10% to the DCS
calculated, such data were treated as ‘experimental results’.
Using a GA [165], we looked for the set of ai that would
give best fit to the ‘experimental’ DCS. The fitness function is
defined to be the mean square error of the ‘experimental’ DCS
and the DCS calculated from the parametrized model potential.
From the fitted set of ai , the value 1+a1 +a3 +a5 was calculated
and its value is used to identify the total charge z of the atom.
One can further use the retrieved potential to calculate the
binding energies of the ground state and first few excited
states to show that they agree with the data generated from the
input potential. More recently, in [166], actual experimental
DCS extracted from the HATI spectra of [53] were used for
the retrieval of the model potential for rare gas atoms. Both
exercises demonstrated that it is relatively straightforward to
identify the target atom when the theory for calculating elastic
differential scattering cross sections is simple, and if the DCS
for large scattering angles are available.

4.3. Retrieving molecular structure parameters from HATI
spectra of molecules

Before illustrating the potential of using a GA to retrieve the
molecular structure, we first examine how sensitively the DCS
depend on interatomic separations. Consider isotropically
distributed N2. The equilibrium distance of this molecule
is R0 = 2.06 au. Take the returning electron energy of 100 eV,
which can be readily achieved using 1200 nm MIR lasers. We
use the IAM to calculate the DCS and obtain the molecular
contrast factor γ , see equation (31). In figure 27(a) we show
the γ for the angular range of 60–180◦, by increasing or
decreasing R from R0 by 10% and 20%, respectively. One can
see that γ changes quite rapidly with the value of R, meaning
that the DCS is very sensitive to the change of interatomic
distances. In figure 27(b) the γ for O2 at the same scattering
energy is shown. It also shows the same sensitivity as in
figure 27(a). This sensitivity is not surprising. According
to the IAM, the interatomic separations appear in equation
(29) in the phase. From the perspective of dynamic imaging,
the atomic composition of the molecule is known, and
precise values of interatomic separations at the equilibrium
configuration can be determined by other methods. Thus, the
γ at R0 is readily available. As the geometry of the molecule
changes, the γ will evolve accordingly. For dynamic imaging,
our first goal is to use the new γ to retrieve the new Ri,j , i.e.
the vectors connecting each pair of atoms in the molecule. In
a typical chemical reaction, only a few atoms will change their
positions significantly. Thus, the number of new interatomic
separations to be retrieved in a dynamic system is limited.
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Figure 27. Simulation of the molecular contrast factor (see equation
(32)) for the elastic differential scattering cross sections extracted
from the HATI spectra. Comparisons are made for molecules at
their normal equilibrium distances (R0) and at interatomic distances
increased or decreased by 10% and 20%, respectively. Note that
R0 = 2.27 for N2 and 2.19 for O2.

We mention that curves like in figure 27 can be obtained for
different returning electron energies (by using different laser
intensities or wavelengths), thus providing a large set of data
that can be used for retrieving a small number of parameters.
As in GED, if the molecules are not aligned, we can expect
that only the radial distributions can be accurately retrieved.
If the molecules are aligned, then both bond lengths and bond
angles can be retrieved.

To ‘reconstruct’ such a retrieval process, we first simulate
a fictitious scenario of the isomerization of HCN to CNH. For
simplicity, we assume that the C-N bond length is fixed, but
the position of H will change with time. We artificially move
H to several positions, as shown in figure 28. We assume that
H stays in the plane shown and that the polarization of the
probe laser is perpendicular to this plane. Using the arbitrarily
assigned positions of H, we calculated the DCS that can be
extracted from the ‘HATI’ spectra. Using different initial
search conditions, we use a GA to retrieve the position of H
for each set of the DCS extracted from the HATI spectra. As
shown in figure 28, the retrieved positions agree well with the
input positions assumed.

In another exercise, in figure 29, we consider a model of
a planar 3-fluoroiodobenzene molecule. The goal here is to
identify the position of iodine and fluorine atoms. Assuming
that both I and F do not stay at their equilibrium positions, but
each at the distance and angle depicted in the figure. This is a
simple example where five parameters are to be retrieved using
a GA, the fifth parameter being the position of F and I with
respect to the six carbons that they are to attach. We assume
that laser polarization is perpendicular to the plane shown and
the DCS can be extracted from the HATI spectra. This exercise

28



J. Phys. B: At. Mol. Opt. Phys. 43 (2010) 122001 Topical Review

-0.5

 0

 0.5

 1

 1.5

 2

 2.5

 3

-3 -2 -1  0  1  2  3  4  5

y
 (

a
.u

.)

x (a.u.)

C N

Figure 28. Simulation of dynamic structure retrieval using HATI
momentum spectra for the isomerization of HCN to CNH. The
positions of H were chosen in an arbitrary fashion indicated in the
figure as the time evolves. In the model, the plane of the molecule is
fixed perpendicular to the laser polarization direction. The assumed
starting positions are given by circles. The retrieved positions in two
different tries by a GA are shown by crosses.

Figure 29. A model of 3-fluoroiodobenzene away from its
equilibrium configuration. We assume that the iodine and fluorine
atoms are at the positions indicated. From the ‘measured’ HATI
spectra, using the GA code, the order of iodine and fluorine atoms
along the benzene ring as well as their bond lengths and bond angles
retrieved using the GA code are shown in the table, and compared to
the input values.

shows that if the IAM can be used to describe the DCS, then
the retrieval of the five parameters is rather straightforward,
see the table in figure 29. The accuracy of the retrieval can be
improved with additional data from different laser intensities,
wavelengths, as well as polarization directions. We comment
that in dynamic chemical imaging the required accuracy for
the retrieved parameters is not as high as the accuracy required
in GED. The goal is to know the position of each atom at the
intermediate time steps. For such dynamic processes, spatial

resolution of a few per cents is definitely adequate for the
purpose of identifying the reaction pathway.

The exercises presented in this subsection show that the
retrieval of atomic positions in a molecule from HATI spectra
is rather simple if IAM is an adequate theory for describing
elastic DCS at large angles. Even if the molecules are only
partially aligned or oriented, the retrieval is expected to be
robust. Clearly, further development of this model has to wait
for the arrival of experimental HATI spectra using MIR lasers.

4.4. Other means and issues of probing molecular structure
using strong fields

Until now, studies in strong-field physics have successfully
provided some partial information on the structure of a
molecule. For example, it has been well established that
the orbital symmetry of the HOMO is accurately revealed
in the alignment-dependent total tunnelling ionization rates.
The alignment dependence of photoelectrons in the direction
of laser polarization would also reveal the same information
[167]. Despite the reported success of retrieving the HOMO
wavefunction in N2 [19], the tomographic method is not built
on an accurate theory for HHG; thus, the retrieved result is not
expected to be valid in general. Using QRS, an accurate theory
for HHG and HATI spectra is available. However, the extracted
PICS from HHG depends on the detailed molecular structure
and a sophisticated theory for its accurate description. This is
also true for the DCS extracted from the HATI spectra if the
returning electron energy is low, say below 50 eV. At such low
energies, molecular binding can still affect elastic scattering
at large angles. Only at higher returning electron energies and
large scattering angles will the electrons be scattered from the
atomic centres where the DCS can be described by IAM. This
is the condition where the retrieval of bond length and bond
angles of a molecule becomes simple.

Clearly, knowing the positions of all the atoms in a
molecule does not imply a full understanding of a dynamic
chemical system. With known atomic positions in a molecule,
however, quantum chemistry package can be used to calculate
the dynamics of the molecule. For example, if the HHG spectra
are also measured for a dynamic system, such data may be
used to help identifying the electronic states involved in the
reaction at a given time. In figure 30, we summarize what we
perceive as a possible roadmap for the time-resolved chemical
imaging based on strong-field rescattering physics. In this
example, we assume that acetylene evolves along the potential
surface depicted by the yellow curve [21], with intermediate
configurations shown, and ends up as vinylidene. If a pump
pulse is used to initiate the isomerization, a probe MIR laser
can be used at different time delays to take the HATI spectra
and the HHG spectra. Using QRS, the DCS for each time step
can be extracted. Based on the IAM model, the positions of
all the atoms in the molecule can then be retrieved. With such
information, quantum chemistry codes, together with QRS,
can be used to generate the HHG spectra. The calculated
spectra can then be compared to the measured HHG spectra to
check the retrieved molecular structure parameters, as well as
the electronic states involved in the reaction. Clearly, to fully
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Figure 30. A close-loop module of dynamic chemical imaging of
the isomerization of acetylene to vinylidene using strong MIR laser
fields. The retrieval of the structure follows the direction of the
arrows. See the text.

understand the dynamics of a transient molecule it will take
many different measurements to fully describe the reaction
pathways, but the identification of the configuration of all the
atoms in the molecule, especially those which undergo large
changes, is the very first step of such an effort.

Before closing we comment that for small molecular
systems or systems that are relatively well studied, dynamic
structural changes can also be probed using the Coulomb
explosion [168, 169] or by measuring photoelectron spectra
[170, 171]. For the latter, the probe pulse has to be relatively
long (about hundreds of femtoseconds) since photoelectrons
are used to identify the electronic states from which they came.

5. Summary and challenges ahead

In this review, we demonstrated that strong-field rescattering
phenomena, such as high-energy ATI (HATI) electrons, high-
order harmonic generation (HHG) and nonsequential double
ionization (NSDI), can all be accurately described using the
recently developed quantitative rescattering theory (QRS).
According to QRS, electrons that return to recollide with the
target ion are represented by an electron wave packet W(kr).
This W(kr), to a high degree of accuracy, depends only on the
property of the laser used, such as its wavelength, intensity,
pulse duration and carrier-envelope phase, but not on the
target. The HATI spectra are obtained by multiplying W(kr)

with field-free differential elastic scattering cross sections
between electrons and parent ions. Similarly, the HHG and
NSDI spectra are obtained by multiplying W(kr) with field-
free photo-recombination cross section and electron-impact
ionization cross section, respectively. The nonlinear strong
field enters only in W(kr), which can be calculated using
the familiar simple strong-field approximation. The electron–
ion collisions, such as elastic scattering, photo-recombination

and electron-impact ionization, are the standard processes that
have been studied in the conventional energy domain collision
physics. Advanced theoretical tools developed in the last
five decades can be used directly for studying the rescattering
phenomena.

The QRS model simplifies the interpretation of
rescattering phenomena and provides accurate methods for
performing quantitative calculations. In terms of probing the
target structure, from time to time people may ‘argue’ that there
is no new information in such time-domain measurements.
However, recall that the returning electron wave packet W(kr)

is a coherent electron source. Thus, laser-induced rescattering
probes coherence properties that have not been investigated
in energy domain measurements. For example, the phases
of the high-order harmonics furnish the energy dependence
of the phase of the transition dipole matrix element that is
not available from photoionization measurements. Besides
the HHG, the broad bandwidth and the coherent nature of the
returning electron wave packet offer opportunities of studying
and manipulating scattering phenomena that have not been
fully exploited so far.

The QRS theory stresses that accurate field-free electron–
ion scattering and recombination cross sections can be factored
out from the HATI and the HHG spectra, respectively, and
the results should be independent of the lasers used. Since
elastic differential cross sections (DCS) between electrons
and molecules are the well-tested method of gaseous electron
diffraction (GED) for studying the structure of a molecule, we
further explored the feasibility of using HATI electrons for
imaging the structure of molecules. Preliminary studies show
that HATI electron spectra, which are due to large-angle elastic
scattering between the returning electrons and the molecular
ion, can be well described using the independent atom model
(IAM) even for electron energies as low as about 50–100 eV.
These energies can be easily reached with mid-infrared lasers
and they are already available. Since such lasers can be used
to align molecules as well, alignment-dependent DCS can be
extracted from the alignment-dependent HATI spectra. From
alignment-dependent DCS one can retrieve the bond lengths
and bond angles of atomic pairs in a molecule, a feat which
still cannot be carried out with GED in general.

The potential of using strong fields for imaging molecular
structure has not been seriously explored experimentally so
far. In the very near future, HATI spectra from impulsively
aligned molecules should be first studied experimentally using
MIR lasers to demonstrate the feasibility of extracting bond
lengths and bond angles of a nonlinear molecule. Since
infrared or MIR lasers of duration of sub-ten femtoseconds
are already available today, in the not-too-far future one can
further explore this method as a competing tool for dynamic
imaging of transient molecules. Clearly the potential is there,
but more theoretical effort and experimental issues must be
seriously addressed further, especially for dynamic systems.
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